Chapter 1 Solutions

Section 1.1

A Practice Problems
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2] [ 5] [2-5] [-3 2] [-3] [2+(-3) ~1]
A1l 3‘-[1— 3-1]:{2 A12 1% 1]: 1+1 =l 2
4 |-2| |4a-(-2] | 6 -6] |-4] [-6+(-4)] [-10]
4 [ (-6)4 | [-24 -5]  [-1] [10] [-3] [ 7
A13 —6[—5 = |(-6)(-5) =[ 30] Al4 -2| 1 +3[ o]: —2}{ 0=1|-2
-6] [(-6)(-6) | 36 1l -1 [|-2] [-3] [-5
2/3 3| [ 7/3 1 [-1] [V2] [-a] [V2-=
A15 2[—1/3%%[—2 =|-4/3 A16 VEHM o}: «/é%lo]: V2
2 1] [13/3 1 1 [v2] | 7l |V2+n

2] [ 6] [ -4
At7 (@ ZHW[ 4H3H :
4] | 9] [-13]

11 [ 4 5 5 5 -15 5 -10
(b) —3(\7+2VT/)+5\7=—3H2+—2]+[10‘:—3[0‘+ 10‘:[ 0‘+[10‘=[10‘
-2 | 6 -10 4 -10 -12| [-10 -22

(c) We haven—20 =3vV,sodi=w-3vord = %(W/— 3V). Thisgives

2 3 =11 [-1/2
3] |-6 9 9/2
-3
(d) We haveli — 3V = 20, sod = -3V = |-6|.
6
3/2 5/2] | 4
Al18 (a) 3V+iw=|1/2|+|-1/2|=| O
1/2 -1 [-1/2
8] 6] [15 16] [-9] 25
(b) 2V+wW)—(2v-3w) =2| O|-||2|-|-3||=]| O|-| 5]=| -5
-1} 2| |-6 2| 8] |-10
5] [6] [-1
(c) We haven — U = 2V, sol = W — 2V. This givesll = |-1| - |2| =|-3|.
-2| |2] |-4
10 2 8
(d) We havejd + 3V = W, sozd = W— 3V, orU:ZW—%V: =2(-12/3|=| -8/3|.
-4 12/3 -14/3
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A20 The equation of the line ig = | |+t 1} teR

Thus,

PQ+ QR = PS + SR

A21 The equation of the line ig = g +t :g} teR
2] [ 4

A22 The equation of the line i8 = [O| +t| -2[,teR
5] |-11
4] [-2

A23 The equation of the lineig = [1| +t| 1[,teR
5] | 2

For Problems\24 - A28, alternative correct answers are possible.

A24 Thedirection vectod of the line is given by the directed line segment joining the two points:

REEE

the line

= [_g] This, along with one of the points, may be used to obtain an equation for

SERERS

A25 The direction vectod of the line is given by the directed line segment joining the two points:

d= [j - ﬂ = [:g} This, along with one of the points, may be used to obtain an equation for the
line
4 -6
X = 1 +t[_2], teR
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A26 Thedirection vectod of the line is given by the directed line segment joining the two points:

-2 1 -3
d= l l‘ - 3} = |-2|. This, along with one of the points, may be used to obtain an equation for
o] [-5 5
the line
1 -3
X = 3}+tl—2‘, teR
-5 5
A27 The direction vectod of the line is given by the directed line segment joining the two points:
4] [-2 6
d=|2|- 1} = |1|. This, along with one of the points, may be used to obtain an equation for the
2 1 1
line
-2 6
X=| 1|+t|l], teR
1 1

A28 The direction vectod of the line is given by the directed line segment joining the two po'nﬁts:

-1 1/2] [-3/2
1] - l1/4 = { 3/4]. This, along with one of the points, may be used to obtain an equation for the

1/3 1 -2/3
line
1/2 -3/2
X = 1/4}+t 3/4], teR
1 -2/3

A29 The direction vectod of the line is given by the directed line segment joining the two points:

> 2l |-1 3
- 3-[2-1
. . CIxg =-1+3t
Hence, the parametric equation of the lin )I(Sl " teR.
Xp =2-D5t,

A scalar equation i, = 2+ 2(x — (1)) = —2x + 1.

o .o (2] |1 1
A30 Thedirection vector isl = [2 - H = H
. . Cxg =1+t
Hence, the parametric equation of the lin i$ teR.
Xo =1+t
A scalar equation ig, = 1 + (X3 — 1) = X3.
o 3] |1 2
A3l The direction vector isl = [0 - [0] = [O}
. . X =142t
Hence, the parametric equation of the lin id teR
Xo =0+ 0t

A scalar equationis; = 0+ 0(x; — 1) = 0.
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A32 Thedirection vector isl = [_é] -

1l -2
3l |2
. . CIxg =1-2t
Hence, the parametric equation of the lin id teR.
Xo =3+ 2t

A scalar equation ig; = 3+ (-1)(x1 — 1) = —-x; + 4.

A33 (a) LetP, Q, andR be three points ifR", with corresponding vectong, d, andr. If P, Q, andR are
collinear, then the directed line segmeR® and PR should define the same line. That is, the
direction vector of one should be a non-zero scalar multiple of the direction vector of the other.
Therefore PO = tPR, for somet € R.

- 4 1 3 -5 1 -6 S .
(b) We havePQ = H - [2] =1 andPR = [ 4} - [2] = [ 2] = —2PQ, so they are collinear.
3 1] 2 -3 1 -4
(c) We haveST = |-2|—|0| = |-2|andSU =| 4|-|0|=| 4]|. Therefore, the points, T, and
3 1] | 2 I

U are not collinear becau§t) # tST for any real numbet.

A34 ForV2: R4y = X1—+)/1= X1+Y1:)’1+X1:Y1+X1 —y+x
X2 Y2 X2 +Y2 Y2+ X2 Y2| X2
For V8:
(s+1)% = (s+1) x| _ (s+1t)xg _|Sat+txal_|sx N tx1 B DY Y DY [
Xo (s+1t)x SXo + tXo SXo tXo Xo Xo
450 25 . 475
A35 We get thafF; = [ 0 ]andlfz = [25@}. Thus,the net force i = [25\/\,—%}.
B Homework Problems
[0 5] 2 [ 5
Bl »4] B2 | 3| B3 6} B4 16]
[ 5 [—1] [ 15 [ 3/4
B5 »15] B6 2 B7 »_10] B8 »19/4]
S [ 0 1 4
B9 N \/E} B10 |-3 B11 | 4 B12 (4
» -9 -1 12
3 0 0 3+ V2
B13 | 6 B14 |0 B15 |0 B16 0
115 0 0 -1
2 10 2 -4
B17 (a)|16 (b) |-22 (c)|10 @ 1
11 -13 7 0
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11 1] -1 5/3
B18 (a)|25 (b)| 3/2 (c)d=|-3 (d)d ={11/3
9 11/4] 1 5/3
3 4] 5 -7 -9
B19 PQ=| 1|, PR=| 0|, P5=|-6|, OR=|-1|, SR=| 6
-1 -3 2 -2 -5
6 0 5 -6 -5
B20 PQ=|(2|, PR=|-4|, P5=|-2|, QR=|-6|, SR=|-2
2 1 0 -1 1
2 -3 2
B2l X = +1 ],teR B22 X =t|2|,teR
-1 2
L 1
3] l (1]
B23 X = +t|.],teR B24 X =|-1|+t|1l|,teR
1
L™ | 2 0]
(1] (1] [—2] (2]
B25 X =|1|+1t|0|,teR B26 X =| 3|+t|3[,teR
11 1 | 1] 11
2] -1 [—2] [ 1
B27 2:_4_+t__2], teR B28 22_5_-”_—6}’ teR
1 [0 -1
B29 X =1t|3|, teR B30 X =|1|+t| 1|, teR
2 4 -2
-2 0 1 -1/2
B31 Xx=| 6[+t|-1|, teR B32 Xx=| 2|+t|-5/3|, teR
1 0 |1/2 -1/2
:2 t :3 3t
B33 *a " teR; X2 =5-2(X — 2). B34 xa N teR;XZ:—1+§(x1—3).
Xo =5-2t Xo =-1+2t
:t :—3 7t
B35 *a teR; Xo = 3 - 8x;. B36 X - teR; x = 1.
X =3-8t, X =1,
=2-2t =5+t
B37 *a tER;Xzzg(Xl—Z). B38 X N teR; xo = -2+ 5(x — 5).
Xo = -3t Xo = -2+ 5t

B39 collinear

B40 not collinear B41 collinear
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C Conceptual Problems

C1 (a) We need to findh andt, such that

xz“[l
3 _ 1 1 _ 1+t 1
[—2 =t 1]“2 ] ti—t

-1

That is, we need to solve the two equations in two unknowns || 1 3
t; +t, = 3 andt; —t, = —2. Using substitution and/or elimina- 1
tion we find that; = $ andt, = 3.

(b) We use the same approach as in part (a). We need tt, famdlt, suchthat

X1 —t 1 1+t
Xo -1 1

-t
Solvingt; +t; = x; andt; — t; = X; by substitution and/or elimination givés= %(xl + Xp) and
o= %(Xl - X).

(c) We havex; = V2 andx, = &, sowe gett; = 2(V2 + z) andt, = 2(v2 - 7).

1
-1

+1t

C2 (a) PQ + QR + RP can be described informally as “startRnd move tdQ, then move fromQ to
R, then fromR to P; the net result is a zero change in position.”

(b) We havePQ =q - g, QR=r-d, andRP = g — . Thus,
PO+QR+RP=G-p+P-g+p-rP=0

X1
C3 LetX =|x2|. Then
X3
tX1 S(txq) (st)xq X1
S(tX) = s|txz| = [S(tx2) | = [(SH)X2| = (S) [*2| = (SH)X
txa| |S(txs)] |(St)xs X3
X1 Y1
C4 LetX =|x|andy = |y»|. Then,
X3 Y3
Xt +yi| [S(Xa+y1)] [sxi+syn X1 Y1 X1 Vi
S(X+Y) =S|X +Vo| =|S(X2+ Vo) | = |SXo + Syo| = S| Xo| + S|Y2| = S|Xe| + S|Y2| = SX + 57
X3+Yy3| [S(Xs+Y3)| [SX3+Sy3 X3 Y3 X3 Y3

C5 Assumethak = p + td, t € R, is a line inR? passing through the origin. Then, there exists a real

numbert; such tha{o = p + t,d. Hence,§ = —t;d and sop is a scalar multiple off. On the other

0

hand, assume that is a scalar multiple ofl. Then, there exists a real numhgisuch thatg = td.
Hence, if we také = —t;, we get that the line with vector equatigh= g + td passes through the

pointp + (~t;)d = ty,d —t,d = 0 = [8

as required.
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C6

C7

C8

C9

If the plane passes through the origin, then there egistsR such that
O=p+st+tv

Hence,
P=-si-tv

and sop is a linear combination af andv.
On the other hand, i = ad + bv, then takings = —a andt = —b gives

X=p+si+tv=p-atd-bv=0

and hence the plane passes through the origin.

A vector equation for the line segment frofto Ris X = sOR, 0 < s < 1. Similarly, a vector

equation for the line segment froBto Qis X = p +tPQ, 0 < t < 1. The two lines intersect when
SOR = p +tPQ

SinceO, P, Q, Rform a parallelogram, we know thét= g + G. Hence, we get

S(r-0)=p+tq-p)
S(B+d)=p+tqd-tp
(s+t-1)p =(-s+1t)q
p andg cannot be scalar multiples of each other, as otherwise we would not have a parallelogram.
Thus, for this equation to hold, we must have t — 1 = 0 and—s+t = 0. Solving, we find that

The line segment froltoBis X = ,0<t < 1. Thus, the point 1/3 of the way from

dp b2 —ay
AtoBis
2 = ag }bl—al_ 2a1+lb1
_az 3b2—3.2_ §a2+§b2
Hence the coordinates ar(%al +1by, 28, + %bz).
Xp=2+S+t
(a) Parametric equations for the plane as@ =1+ 2s+t steR.

X3 = 3s+ 2t

(b) Subtracting the second equation from the first equation gives; = 1—5,50s=1- X; + Xo.
Then, the second equation gives

t=x-1-2s= X2—1—2(1—X1+X2) =-3+2X1 — X
The third equation now gives
X3 = 3(1— X1+ X2) + 2(—3+ 2X1 — X2) =-3+X+ X

Hence, a scalar equation for the planejis- x; — X3 = 3.

Copyright © 2020 Pearson Canada Inc.



C10 (a) We solveax; + bt = cfor x; to getx; = £ — gt. Thus,parametric equations for the line are

(b) We have

(c) From our work in (b), a vector equation for the line is

5/2}+t[_3/2], teR

=1 1

(d) Parametric equations would be

Thus, we have

, teR

el =2 =[el ¢

C11 If P(p1, p2) is on the line, then there exidise R such that

(R

P2 do| |td

Thus,p; = td; andp, = td,. If d; = 0, thenp; = 0 and hence we hayad, = 0 = pod;. If d; # 0,
thent = % andhence

P2 = %dz = pody = p1dh
1

Onthe other hand, assunmed, = p.d;. If d; = 0, thenp; = 0 (if d; = 0, thenL would not be a

line). Hence, taking, = % gives
t [ l} [ } [ } [ l}
?|d2] ~ |todz P2 P2

If di # 0, then we takés = % to get

td1=t3d1= Pu | _ [P
3 d2 t3d2 g—idz P2
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C12 Letthe two lines beX = &+ sb, s€ R, andx = ¢+ td, t € R. Since the lines are not parallel, we have
d # kb for anyk. To determine whether there is a point of intersection, we try to sbiveb = ¢+ td
for sandt. The components of this vector equation are

b]_S— dlt =C—a
sz— dzt =C—a
Multiply the first equation byl, and the second equation by and subtract the second from the first

to get
(b1dz — bodi)s = da(C1 — a1) — di(C2 — @)

Now by d, — byd; # 0 sinced # kb for anyk. Thus, we can solve this equation f@and then solve
for t. Thus, there is a point of intersection.

Section 1.2
A Practice Problems
. 3 _ 1 1 |G+ C . .
Al ConsMerH =Cy 3 +C —1] = [301—02 . This gives
3=C1+6C
1=3¢c-¢

Solving we find that; = 1 andc, = 2. Thus,X € SpanB.

A2 Considet 2] = [_ﬂ = [_221 . Takingc; = —4 satisfies the equation. Thuse Spans.
|~ 1
|6 -2 -2 . . .
A3 Consider 3| = C1 1| = ol For the first component, we require tlmt= —3, but this does
| 1
satisfy the second component. Thisz SpanB.
. 2 _ 2 1 _ 2C, + Cp . .
A4 Con3|der_5] =C 1 +Cp 2] = [—Cl 26| This gives
2=2C+0C
5=-+2¢

Solving we find that; = —1/5 andc, = 12/5. ThusX € SpanB.

'{1‘ 1 0 ll [C1+C3

A5 Considenf 2| =cy|1|+cy|1]|+c3|0| =|cy+ Cz|. This gives

-1 0 1 1 Co +C3
l=ci+c¢C3
2=C+0C
—1=C2+C3

Solving we find that; = 2, ¢, = 0, andcz = —1. Thus,X € SpanB.
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11

0 1 0 1 C1 +C3
A6 Considenl|=c¢|2|+co|-1|+c3|0| = 2¢c; —C; |. This gives
3 2 1 4 2C + C + 4¢3
O=c +¢C3
1= 2C1 - C

3= 2C1+C2+4C3
Adding the second and third equations gives 4c¢; + 4¢;. Thus,c; + ¢z = 1 which contradicts the
first equation. HenceX ¢ Spans.
A7 Consider
0| c 1
0 = L1

+C1+C
2|23l TR

1_ C1+Cy+C3
4~ 2C1+3C2+4C3

This gives
Ci+C+c3=0

2C1+3C2+4C3 =0

Subtracting two times the first equation from the second equation give®c; = 0. Thus, if we take
c3 = 1, we getc, = -2 and hence; = 1. Therefore, by definition, the set is linearly dependent.

A8 Consider

0 —c 3 40 -1 _ 3¢ —C
o~ 1" | 3] |c1+ 30
This gives
3-¢,=0
ci+36=0

Solving we find that the only solution &g = ¢, = 0, so the set is linearly independent.

A9 Consider
O_C 1+C l_C1+C2
o~ 1| ?lo| 7| o
This gives
ci+c =0
c=0

Solving we find that the only solution &g = ¢, = 0, so the set s linearly independent.

A10 Observe that %,25

+ [:g] = [8} so the set is linearly dependent.

oot

This givesc; = 0, so the set is linearly independent.

A1l Consider

Copyright © 2020 Pearson Canada Inc.



12

Al12

A13

Al4

A15

A16

Al7

A18

A19

Obsere that
1 4 0 0
0|-3|+0|6|+1|0|=|0
-2 1 0 0
so the set is linearly dependent.
Observe that
1 1 -2 0
0|1|+2| 2|+1|-4|=|0
0 -1 2 0
so the set is linearly dependent.
Consider
0 1 2 0 C1+ 2
Ofl=c|-2|+¢Cp|3 + C3 -1{=|-2¢, + 3¢, —C3
0 1 4 -2 C1 + 4C2 - 2C3
This gives
Ci1+2¢=0

—2C1+3C2—C3=0
Ci+4-2c3=0

Subtracting the first equation from the third equation gives-Zrz; = 0. Henceg, = c3. The second
equation then gives & —-2¢; + 3¢, — ¢, = —2¢; + 2G,. Thus,c; = ¢,. Therefore, the first equation
givesc; = ¢, = 0 and hences = ¢, = 0. So, the set is linearly independent.

Since the spanning set cannot be reduced, it is a line with vector eqﬁaﬂm{l ,SER.

13- e

Since[_g] =-2 [_ﬂ we have Spa{] } Since the spanning set cannot be

1
reduced, it is a line with vector equatigh= s _1], seR.
-2 1 1] [-2 1
Since| 6| =-2|-3|, we have Span|-3|,| 6|; = Spary|[-3];. Since the spanning set cannot be
-2 1 1] [-2 1
1
reduced, it is a line with vector equatian= s|-3|, s€ R.
1
1 -2
This is just two points ifR3. A vector equation would bg = |-3|orX =| 6|.
1 -2
Since neither vector is a scalar multiple of the other, the set cannot be reduced. Thus, it is a plane
1 2
with vector equatiorX = s| 0| +t| 1|, steR.
-2 -1

Copyright © 2020 Pearson Canada Inc.
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AZ20 It is just the origin with vector equatia® = O.
A21 B does not form a basis f&? since it does not spak?. For example, the vect%] is not in Spars.

A22 We will prove 8 is a basis. Consider

X1| _ 2 1 _ 2C + Cp
[Xz] -a [3 T o] B [ 3¢,
This gives
2 +C = X
3¢ = X

Solving, we get; = %xz andc, = X; — %xz. Hence B spansk?. Moreover, taking; = X, = 0 gives
the unique solutiol; = ¢, = 0, soB is also linearly independent, and hence is a basi&for

. 2 0
A23 Since ({1] + 1[0

A24 B does not form a basis f@? since the vecto[1

8} Bis linearly dependent and hence is not a basis.

0 is not in Spars.

A25 We will prove 8 is a basis. Consider

This gives

—CL+C =X
C1+30 =X

Solving, we gety = —3x,+1x, andc, = 3x,+2%,. Hence B spansk?. Moreover, takingy = X, = 0
gives the unique solutioty = ¢, = 0, soB is also linearly independent, and hence is a basi&for

A26 Since 1[_1 +1 B] -2 [g} = [8] Bis linearly dependent and hence is not a basis.
1 0 1 0
A27 Since Q2|+ 1|0|+0|4|=|0|, Bis linearly dependent and hence is not a basis.
1 0 3 0
A28 Consider
X1 -1 1 —CL +C
Xol=c1| 2|+c|1ll=]|2¢+C
X3 -1 2 —C1 + 26
This gives
—CL+C =X
20 +C =X
—C1 + 26 = X3

Copyright © 2020 Pearson Canada Inc.
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Subtractingthe first equation from the second equation gives 3cx, — X;. Subtracting 2 times

X1
the first equation from the third gives = X3 — 2X;. Hence, for[xgw to be in the span, we must
X3
1
have%(xz - X1) = X3 — 2X;. Since,the vector{l does not satisfy this condition, it is not in Sp&n
1

Therefore 8 does not spai® and hence is not a basis f&F.

0 Ci1+0C
1| = C3
2 C1+2C

A29 We will prove it is a basis. Consider

X1 1 1
Xo| =¢1|0]+¢2|0
X3 1 0

+ C3
This gives
Ci+C=Xp
C3 = Xo
CL+2C = X3

Solving we gets = Xp, C; = —2Xo + X3, andc, = X; + 2%, — Xa. Hence B spansk®. Moreover, taking
X1 = X2 = X3 = 0 gives the unique solutiony = ¢, = ¢3 = 0, soB is also linearly independent, and
hence is a basis f&3.

A30 We will prove it is a basis. Consider

X1 1 1 1 Ci1+C+C3
Xo| =C1 O + C |1l +c3|lf= Co +C3
X3 1 1 0 Ci1+C

This gives
Ci1+C+C=Xp
Cr+C3 =X
Ci1+C=X3

Solving we getts = X3 — X3, Co = —X; + X2 + X3, andc; = X; — X. Hence, B spansk3. Moreover,
takingx; = X, = X3 = 0 gives the unique solutiony = ¢, = ¢z = 0, soB is also linearly independent,
and hence is a basis f&¢.

A3l (a) Consider

X1| 1 1] |+
IR R HE
This gives
CL+C=Xp
Co =X

Solving, we get, = X, andc; = X; — Xo. Hence B spansk?. Moreover, taking; = x» = 0 gives
the unique solutiole; = ¢, = 0, soB is also linearly independent, and hence is a basigfor
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(b)

A32 (a)

(b)

A33 (a)

(b)

15

Taking x;
c, =0.
Taking x; = 0 andx, = 1 we find that the coordinates &f with respect taB arec; = -1 and
c = 1.

1 andx, = 0 we find that the coordinates &f with respect taB arec; = 1 and

Takingx; = 1 andx, = 3 we find that the coordinates &fwith respect taB arec, = -2 and
c, = 3.
Consider
X1l 1 1 _|GtC
[Xz] =0 1 +C2 —l} a C1—C
This gives
Ci+C=Xp
CL—C =X

Solving, we getc; = 1x + 3% andc, = $x — 3%. Hence,8 spansR?. Moreover, taking
X1 = X2 = 0 gives the unique solutiony = ¢, = 0, soB is also linearly independent, and hence
is a basis foR?.

Takingx; = 1 andx, = 0 we find that the coordinates &f with respect taB arec; = 1/2 and
Cc,=1/2.

Takingx; = 0 andx, = 1 we find that the coordinates &f with respect taB arec; = 1/2 and
c=-1/2.

Takingx; = 1 andx, = 3 we find that the coordinates &fwith respect taB arec; = 2 and

c =-1.
Consider
X1| _ 1 -1 G —-C
[Xz] =G [2 +C —1} - [ZC;L - Cz}
This gives
Ci—C=Xp
20 —Cr = Xo
Solving, we getc; = —x1 + X andc, = —2x; + X. Hence,B spansR?. Moreover, taking

X1 = X = 0 gives the unique solutioty = ¢, = 0, soB is also linearly independent, and hence
is a basis foiR2.

Takingx; = 1 andx, = 0 we find that the coordinates &f with respect taB arec; = —1 and
C, = 2.

Takingx; = 0 andx, = 1 we find that the coordinates & with respect taB arec; = 1 and
c,=1.
Taking x;
c = 1.

1 andx, = 3 we find that the coordinates &fwith respect taB arec; = 2 and

Copyright © 2020 Pearson Canada Inc.
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A34 Assumethat{Vy,V,} is linearly independent. For a contradiction, assume without loss of generality
thatV, is a scalar multiple of,. Thenv, = tV, and hence/; — tV, = 0. This contradicts the fact that
{V1, V>} is linearly independent since the coefficientVofs non-zero.

On the other hand, assume tk@t, V,} is linearly dependent. Then there existsc, € R not both
zero such thatVq + coVo = 0. Without loss of generality assume tleat# 0. Thenv, = —E—ivz and
hencev, is a scalar multiple of,.

A35 To prove this, we will prove that both sets are a subset of the other.

Let X € Span{/;, V,}. Then there existsy, ¢; € R such thatX = ¢;1V; + ¢V, Sincet # 0 we get
% = c¥ + %(t\?z)

soX € Spanyy, tV,}. Thus, Spatvy, Vo) € Spanyy, tv,}.
If Y € Spanyy,tV,}, then there existd;, d; € R such that

Y = diV1 + dy(tVp) = diVy + (dot)V, € Spanyy, Vo)

Hence, we also have Spa&n{tV,} C Spany,, V,}. Therefore, SpaN1,V,} = Spanyy, tv,}.

B Homework Problems

B1 §=g[i+§_ﬂ B2 X ¢ SpanB
|33 o [of -] 242
3 1 0 1
B5 1:0l1 +11+3l0} B6 X ¢ SpanB
14 0] 1 1
o 1] 4[3)- [} o0 ol -[o
B9 Linearlyindependent B10 —2[_2] =[ 4]
5 -10
11 (o
B11 Linearly independent B12 0(-3|=1|0
| 2] |O]
2 1 4 (4 2] [3
B13 2[—1 +0H:{—2 B14 3 2]+% 6 =[4
1 3 2 1] |3] |2
B15 Aline.X = SH seR B16 Allof R2. X =s ﬂ +t[§ ,steR
B17 Aline.X = s[ﬂ seR B18 The origin.x = 0.
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B19

B21
B23
B25
B27

B29

B30

B31

B32

B33

2
1
3

3
1
1
A basis B22 Not a basis
A basis B24 A basis
Not a basis B26 A basis
Not A basis B28 A basis

(&) Shows is a linearly independent spanning set.

Aline.X = s|1]|,seR B20 Aline. X = s|1|,seR

(b) The coordinates a;, with respect taB arec; = 1, ¢, = 1.
The coordinates of, with respect taB arec; = 0, ¢, = 1.
The coordinates of with respect taB arec; = 2, ¢, = 3.

(&) Shows is a linearly independent spanning set.

(b) The coordinates af;, with respect taB arec, = 3/5,¢c, = -1/5.
The coordinates a& with respect taB arec; = -1/5,¢, = 2/5.
The coordinates of with respect taB arec; = 0, ¢, = 1.

(a) Shows is a linearly independent spanning set.

(b) The coordinates af;, with respect taB arec; = 1/2,¢, = 0.

The coordinates a& with respect taB arec; = -1/6,¢c, = 1/3.
The coordinates of with respect taB arec; = 0, ¢, = 1.

(&) Shows is a linearly independent spanning set.

(b) The coordinates dd; with respect taB arec; = 1/5,¢; = 2/5.
The coordinates a& with respect taB arec; = -2/5,¢, = 1/5.
The coordinates of with respect taB arec; = -1,¢, = 1.

(&) Shows is a linearly independent spanning set.

(b) The coordinates a;, with respect t&B arec; = -5/13,c, = —1/13.
The coordinates of;, with respect taB arec; = —3/13,c, = 2/13.
The coordinates of with respect taB arec; = -14/13,c, = 5/13.

Section 1.3

A Practice Problems

Al

A2

A3

[ 1
0} = Zr 4 (1P = V2
-1
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A4

A5

A6

A7

A8

A9

A10

All

Al12

A13

Al4

A15

A16

[ 2
3} = 224+ 32+ (<22 = V17
2
R
1/5||| = V12 + (1/52 + (-3)2 = V251/5
| -3
[ 1/V3
1/V3|| = W/ V3R + (1/ V3P + (-1/ V3P = 1
-1/V3
. -4 [2 6
Thedistance betweeR andQis|IPQll = ||| | - 3]” = H[_Z]H = /(-6)2 + (-2)2 = 2V10.
31 [ 1 -4
Thedistance betweeR andQis [PQ[ = ||| 1|-| 1| =|l| 0|/|= V(42 +02+3R =5
1 |-2] 3
-3] [ 4 -7
Thedistance betweeR andQis |PQ| = ||| 5| - [-6]| = ||| 11||| = V(=7)? + 112 + 02 = V170.
1 | 1 0
[ 4] [2 2
Thedistance betweeR andQis [PQ|| = ||| 6] -|1||[=|l| 5|l = V22 + 5% + (=3)2 = V38.
-2] |1 -3

1 2
3‘ . {—2] = 1(2)+ 3(-2) + 2(2) = 0. Hence these vectors are orthogonal.

-3 2
1) -|1-1| = (-3)(2)+ 1(-1) + 7(1) = 0. Hence these vectors are orthogonal
| 7 1
o1 (1]
1.1 4| =2(-1)+1(4)+ 1(2) = 4 # 0. Therefore, these vectors are not orthogonal.
111 1 2]
Al (1]
1|-| 4|=4(-1)+ 1(4)+ 0(3) = 0. Hence these vectors are orthogonal.
0] | 3
ol
0f- = 0(x1) + 0(x2) + O(x3) = 0. Hence these vectors are orthogonal.
0]

1-1/3

1/3
2/3} l ‘ =1 § 2(0) + (—%) (—%) 1. Therefore, these vectors are not orthogonal.
3/2
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A17 Thevectors are orthogonal when=0 3} . [2] =3(2)+ (-1)k=6-k.

-1f |k
Thus, the vectors are orthogonal only whes 6.
[ 3] [k

A18 The vectors are orthogonal wher=q |- [kz} =3(K) + (-1)(k?) = 3k—k? = k(3 - K).

-1
Thus, the vectors are orthogonal only whea 0 ork = 3.
1 T 3l
A19 The vectors are orthogonal wher=Q2| - |-k| = 1(3) + 2(-K) + 3(K) = 3 + k.
3] | Ki
Thus, the vectors are orthogonal only whHea -3.
11T K
A20 The vectors are orthogonal wher=Q2|-| k| = 1(k) + 2(k) + 3(-k) = 0.
3| |-K]

Therefore, the vectors are always orthogonal.

2 X1+ 1
41-[x-2
-1 X3+ 3

=2x+1)+40-2)+ (-1)(X3 + 3)
=2% +2+4% -8-X%x3—-3

A21 The scalar equation of the plane is

0=r-(X-p)=

9 =2X1 + 4% — X3

A22 The scalar equation of the plane is

3] [x1-2
ozﬁ@_ﬁﬁﬁﬁ.@_ﬁ
5 X3 —4
=3(X1 — 2)+ 0(x2 — 5) + 5(X3 — 4)
= 3X; — 6+ 5x3 — 20
26 = 3% + 5X3

A23 The scalar equation of the plane is

0=r (X p)=

3 X1—1
=4l I%+1
1 Xz3—1

=3 -1+ (-4 +1)+1(xs—1)
=3X1—3—4X2—4+X3—1
8 =3X1 — 4% + X3

1 [-2] [(-5G)-12)] [-27
_%xlqzlzka_ua ={_9
2| | 5] [10)-(-5)(-2)] | -9

A24
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A25

A26

A27

A28

A29

A30

“3|x|-2|=| (5)@)-27) |=|-34
5| | 7 2(=2) - (-3)(4) 8
4
:
—4

0
=0
-1

[ 4] [-2] [(-2)(-3)-6(1)] [0
x| - [scn ) o
L 6] =31 [14()-(=2)(=2) [0

-

42) - 2(4) 0
@ dxd= ‘[}

[ 2] '4‘ l(-3)(7)—(—5)(—2)‘ l_ﬂ

0| x |4 = |(-1)(0)- (-1)(5)| =
1) Isl | 1)@)-00)

-1 [9] 0(5)—(—1)(4)}

~3| =1 0(-1)- 1(0)
o] [1(-3)-2(-1)

’1‘ l—r ’2(0)—0(—3)}

1(3)- 3(1)
3(3)- 3(3)
3(1)-1(3)

2(-1)- (-)@)| =
(-1)(4)- 4(-1)

0
(b) We have

dxv=|2@3)-(-1)(-1)|=| 5

-1)1)-4@3)| |[-13
1(2)- (—1)(4)] [ 6]
(-1)(-1)-3(2)| = - |-5| =a x v

3(4)- 1(~1) 13

4(-1)-2(1) ‘ l —6‘

-Vxl=-

(c) We have

“1] [ 6] [4(=3)-2(-9) 6
axm:[][‘ P@(lx@ [4
3] |(c1)(-9)-46)] |-15

o RENE

3Uxw) =3 2(2) (-1)(-1)

(=1)(=3)-4(2)
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(d) We have
-1 5
ax(V+w) = 4‘xl—2‘
| 2] [-2
| 4(-2)-2(-2) -4
= [2(5)- (—1)(—2)] = [ 8]
[(-1)(-2)-4(5)] [-18
| -6 2 -4
OXV+UXW= 5}+l3\:l 8‘
1-13] |[-5 -18
(e) We have

~1] [1(-1)- (-1)(=3)] [-1] [ -4
0-(Vxw)=| 4 (-1)(2)-3(-1)‘:[ 4H 1|=-14
2] | 3(-3)-1(2) 2| |-11

[ 2] [ -6
W-(@xV)=|-3|-| 5/=-14
-1] [-13

(f) From part (e) we havd - (V x W) = —14. Then

3 2
V-(@xw)=| 1|-| 3|=14=-0-(VxW)
-1] |-5
2] [4 1
A31 A normal vector for the planeis=| 3|x|1|=| —4|. Thus, a scalar equation for the plane is
-1] |0 -10

X1 — 4% — 10xg = 1(1)— 4(4) - 10(7)= -85

1] [-2 2
A32 A normal vector for the plane is= | 1| x l‘ = |-2|. Thus, a scalar equation for the plane is
0 2 3

2% — 2% + 3%3 = 2(2) - 2(3) + 3(-1) = -5

2] [o -5
A33 A normal vector for the plane i8= |-2| x |3| = |-2]|. Thus, a scalar equation for the plane is
1] |1 6

=5X; — 2% + 6x3 = =5(1)- 2(-1)+ 6(3) = 15
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1] [-2 -17
A34 A normal vector for the plane i$= | 3| x [ 4] = [ —1|. Thus, a scalar equation for the plane is
2l -3 10

=17x; — X + 10x3 = —=17(0)- (0) + 10(0)=0

For ProblemsA\35 - A40, alternate answers are possible.

A35 We can rewrite the equation as = —2x; + 3x,. Thus, a vector equation is

X1 X1 1 0
Xo| = Xo =X1| O]+ % |1], XX €eR
X3 —2X1 + 3% -2 3

A36 We can rewrite the equation as = 5 — 4x; + 2x3. Thus, a vector equation is

X1 X1 0 1 0
Xo| = |5 —4Xy +2%3| = |5 + X1 |-4| + X3|2|, X1,X3€R
0 0 1

X3 X3
A37 We can rewrite the equation ags = 1 — 2x, — 2x3. Thus, a vector equation is

X1 1-2% — 2X3 1] (-2 -2
Xo| = Xo ={0]+ x| 1|+ Xx3| O], X,X3€eR
X3 X3 (0] | 0 1

A38 We can rewrite the equation as= £ — 2x, + 3Xs. Thus,a vector equation is

x1] [Z-2%+3%] [7/3] [-5/3 4/3
Xo| = X2 =1 0 |+X% 1 +Xx3| O

Xa o] | o 1

, X,X3€R

A39 We can rewrite the equation ag = 2x; + 3X3. Thus, a vector equation is

X1 X1 1 0
Xo| = 2% + 3% = X1 |2+ X3[3], Xo,X3€R
X3 X3 0 1
A40 We can rewrite the equation ag = 3 — 2x; — 3x3. Thus, a vector equation is
X1 X1 0 1 0
Xo| = |3 —2%1 — 3%3| = 3+X1 -2 + X3 -3, X1, X3 € R
X3 X3 0 0 1
[ 2 0
A41 We have that the vectoQ = |-4| andPR = | 5| are vectors in the plane. Hence, a normal vector
-3 -6
2 0] [39
for the plane igi = |-4| x| 5| =|12|. Then, since?(2,1,5) is a point on the plane we get a scalar
-3] |-6] |10

equation of the plane is

39 + 12% + 10x3 = 39(2)+ 12(1)+ 10(5)= 140
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-2
equation of the plane is

-5 -17

-5 -2
A42 We have that the vectoQ = |-1| andPR = | 3| are vectors in the plane. Hence, a normal vector
-2 -5
-5] [-2 11
for the plane igi= |-1 xl 3] = [—21 . Then, sincd>(3,1,4) is a point on the plane we get a scalar

11x; — 21x — 17%5 = 11(3)— 21(1)— 17(4) = —56

-19

4 3
A43 We have that the vectoRQ = |-3| andPR = |-7| are vectors in the plane. Hence, a normal vector
-3 -3
4 3 -12
for the plane igi = |-3 =7| = 3|. Then, sinceP(-1,4,2) is a point on the plane we get a
-3/ |-3

scalar equation of the plane is

—12%; + 3% — 19%5 = —12(~1)+ 3(4) - 19(2) = —14

-2 -1
A44 We have that the vectoFéfg =| 0landPR=| 0|are vectors in the plane. Hence, a normal vector
0 -1
-2 -1 0
forthe planeigi=| 0| x| 0| =|-2|. Then, sincdR(0,0,0) is a point on the plane we get a scalar
0 -1 0

equation of the plane is2x, = 0 orx; = 0.

[ 3] 1
A45 We have that the vectoQ = |-3|andPR = | 1| are vectors in the plane. Hence, a normal vector
| O] -1
3 1] [3
for the plane igi = |-3| x| 1| = [3]. Then, since?(0,2,1) is a point on the plane we get a scalar
ol [-1] |6

equation of the plane is

3x1 + 3% +6X3 =3(0)+3(2)+6(1)=120rx3 + Xp + 2x3 = 4

1 0
A46 We have that the vecto2Q = [1 andPR = |-5| are vectors in the plane. Hence, a normal vector
2 4
1 0 14
for the plane igi = |1 [—5 = |-4|. Then, sincer(1,0,1) is a point on the plane we get a scalar
2 4 -5

equation of the plane is
14x; — 4%, — 5x3 = 14(1)- 4(0)-5(1)=9
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5

A47 A normal vector for the plane i$ = . Then, sinceP(1,-3,-1) is a point on the plane we get a

scalar equation of the plane is

2X1 — 3% + 5x3 = 2(1)- 3(-3)+ 5(-1)=6

0
A48 A normal vector for the plane i8 = |1|. Then, sinceP(0,-2,-4) is a point on the plane we get a
0
scalar equation of the plane is
Xo = -2
1
A49 A normal vector for the plane i8 = |-1]|. Then, sinceP(1,2,1) is a point on the plane we get a
3

scalar equation of the plane is
Xg— X +3x3=1(1)-1(2)+ 3(1)=2

A50 The line of intersection must lie in both planes and hence it must be orthogonal to both normal
vectors. Hence, a direction vector of the line is

“| 2L

To find a point on the line we seg = 0 in the equations of both planes to get+ 3x, = 5 and
2%, — 5%, = 7. Solving the two equations in two unknowns gives the solutior 22 andx, = .
Thus,an equation of the line is

46/1 [ -2
X=13/11|+t| -3|, teR
0 |—11
A51 A direction vector of the line is
2] [0 3
d=| o|x|1|=|-4
-3] |2 2
To find a point on the line we seg = 0 to get 2 = 7 andx; = 4. Thus, an equation of the line is
7/2 3
X=|4|+t|-4], teR
0 2

A52 A direction vector of the line is

SEIEN
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AS53

A54

AS55

A56

A57

A58

25

To find a point on the line we se¢g = 0 in the equations of both planes to get- 2x, = 1 and

3x1 + 4%, = 5. Solving the two equations in two unknowns gives the solukipe: g andx, =

Thus,an equation of the line is

-

7/5 -2
X =|1/5/+t| 4|, teR
0 10
A direction vector of the line is
1 3 -2
d=|-2|x]| 4|=| 4
1 -1 10
Clearly (0,0,0) is on both lines. Hence, an equation of the line is
-2
X=t| 4|, teR
10
The area of the parallelogram is
1 2 -5]
2|x| 3ll=|l| 3||= V35
1 -1 -1]
Thearea of the parallelogram is
1 1 -1
ol x (1]l = [||-3l| = V11
1 4 1
-3 (4
As specified in the hint, we write the vectors|ad | and|3|. Hence, the area of the parallelogram is
0] 0
-3 4 0]
1 x|3]|| = ol = 13
0 0 -13]

d-(Vxw) = 0 means thai is orthogonal to/ xw. Thereforefi lies in the plane through the origin that
contains/ andw. We can also see this by observing tha{v x w) = 0 means that the parallelepiped
determined byd, V, andw has volume zero; this can happen only if the three vectors lie in a common

=0xU0+U0xV-VxU-vVxV
=0+UxV+UxV-0

plane.
We have
U-V)x@+V)=0Ux({@+V)-Vx(U+V)
=2(U x V)
as required.
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B Homewor k Problems

B21
B23
B25
B27

B30

B32

B34

Bl V17 B2 V13
B4 1 B5 1
B7 V26 B8 V17
B10 Vil B1l V24
B13 V57
B14 Notorthogonal B15 Not orthogonal
B17 Not orthogonal B18 Not orthogonal
B20 k=0
B22 k=2/7
B24 X1 —x +5x3=4
B26 -2x, —x3=-5
B28 5x; — 6% +3x3 =0
)
B29 |6
0]
ol
B31 |0
0]
(-1
B33 |11
| 16
0
B35 (a) dxud=|0
0
-6
(c) Ux2w=|-8|=2(UxW)
2
() U-(VxwW)=-3=w-(dxV)
B36 —2x; — 4%, + 5x3 = —15
B38 X1—X2—X3=1
B40 x; + x3=0
-2 5] 2
B42 X =| O|+ Xo|1]+ X3|0[, X2, X3 € R
0 0 1
-1 -2
B44 )?:XZ 1)+ X3 0,X2,X3€R
0 | 1

B37
B39
B41

B43

B45

B3 0
B6 v3/2

B9 V41
B12 V14

B16 Orthogonal
B19 Orthogonal

k=0,-3

k=0,5

3X1 + 3% — 4xz = 17
X1+ 3% +x3=11

[ 5

10

-11
-16]

20
[-12]

0
-2
-1

GxV= =-VxU

-3
ax(V+w) =

o

—6‘=U><\7+wa

0 (UxW) =-3= V- (0 x W)

X1 — X2 — 5xg3 = =35
X1+ 11 +14x3 =0
5%1+ 2% —3x3 =0

0 (1 0]
X=1+x O‘+x3[—l
0] 10 1]
6] -1 1]
X =|0|+ X2 1‘ + X3 IO
0] | O 1]
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1 0 -2 -1 3/2
B46 X =x; 0‘+XZH,X1,XZER B47 X = 0\+x2 1+ x3] O \,Xz,X\gER
3 5 0 0 1

B48 x; + 11X + 2%x3 = 43 B49 8x; — X + 2X3 = 25
B50 X; + 2% + 2X3 =6 B51 7X1 + Xo — 14x3 = -6
B52 —2x; — 6%, + X3 = =31 B53 —-19x; + 22%, — 21x3 = -6
B54 4x; + X +2%X3=6 B55 —X1 + 2%y — 3xg3 = —23
B56 2x; + 3x3 =12 B57 —X; — 5% + 3X3 = —6
B58 2X1 + 3X2 - 4X3 =0 B59 4x, + 2X2 + 2X3 =0

(11/7 5 [1/2] [ 2
B60 X =|-2/7|+t| 1f,teR B61 X =|3/4|+t|-3|,teR

| O -7 | O | -4

[9/ 1 [7/4] [ 5
B62 X = 1/;‘+tl4,teR B63 X =|1/2|+t| 2|,teR

| O 7 | O | |-16

[ 4/3 -5
B64 X =|-10/3| +t|11|,teR

| O -3
B65 V75 B66 V65 B67 V120
B68 19 B69 2 B70 6

C Conceptual Problems

C1 (a) First, we know thatl # O as otherwise the vector equation would not be a line. Intuitively, if
there is no point of intersection, the line is parallel to the plane. Hence, the direction vector of the
line must be orthogonal to the normal to the plane. Therefore, we will havel thiat 0. Since
the pointP cannot be on the plane, it cannot satisfy the equation of the plane; 8e k.

(b) Substitutex = B + td into the equation of the plane to see whether for sonxesatisfies the
equation of the plane.

i (P +td) =k
Isolate the term in: t(it- d) = k— - .
There is one solution fdr(and thus, one point of intersection of the line and the plane) exactly
whenii-d # 0. If i-d = 0, there is no solution fdrunless we also havé g = k. In this case the

equation is satisfied for alland the line lies in the plane. Thus, to have no point of intersection,
it is necessary and sufficient thiatd = 0 andi - p # k.

C2 (a) We haveX - X = X2 + X3 + x5 > 0.

(b) If X-X =0, thenx? + X3 + x5 = 0 which impliesx; = x, = x3 = 0 as required. On the other hand
0-0=0+0*+0%=0.

(c) We havex -y = X1y1 + XoVo + XaYs = Y1X1 + YoXo + YaXg = ¥ - X.
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(d) We have

X - (Y +1t2) = xo(sy1 + tz1) + Xo(Sy2 + t22) + X3(Sy3 + 123)
= g[X1y1 + XaY2 + Xaya] + t[X121 + XoZp + X3Z3]

=8(X-y) +1(X-2)

C3 (a)

Q] - [8] ~ %4(0) + %(0) = 0

(b) X-0=x-0()=0(X-y)=0
C4 LetX be any point that is equidistant frofrandQ. ThenX satisfied|X— || = ||X—q]|, or equivalently,
IX — BII> = IX — §l|°. Hence,
X-p)-X-p)=(X-0d)-(X-4d)
X-X-X-B-pf-X+p-f=X-X-X-G-G-X+q-q
-2p-X+24-X=q-4-p-p
2@ - p)-x = ldI” - 18I

This is the equation of a plane with normal vectaog 2(3).

2] -3
C5 (a) A pointX on the plane must satis+»2 —12{|| = |IX - 4‘ . Square both sides and simplify.
5] 1
2 2] -3] -3
X=12{]-[X={2]|[=|X-| 4|]-|X-| 4
5 5] 1 1
[2 -3
X-X-=2[2]-X+33=X-X-2| 4|{-X+26
15 | 1
-3] [2
2| 4{-12||-Xx=26-33
1 |5
5X]_ - 2X2 + 4X3 = 7/2
2] [-3 -1/2
(b) A point equidistant from the pointsig |2 +| 4|[=| 3 |. Thevector joining the two points,
5 1 3

2] [-3 5
i=|2|-| 4 |=[-2| must be orthogonal to the plane. Thus, the equation of the plane is
5 1 4
5 X1 + %
i-(X-p)=|-2[-|%-3
4 X3 —3

which gives
5X1 — 2% +4X3=7/2
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C6 (a) The statement is false. % = 0,y = & andZ= &, thenx -y = 0= X - Zbuty # Z.

1 -1 1
(b) No,itdoesnot. IK = [1|,y = 1}, andZ = l—l ,thenX -y =0=X-Zbuty # Z
0 2 3

C7 If Xis a point on the line through andQ, then for some € R, X = g + t(§ — p) Hence,

Xx(q-p)=(P+td-p)x@-p)
=Ppxqd-pxp+t(d-p)x(@-p)=pxq

np
C8 (a) Letn = lnzl. We haveri - €, = ||fl| ||&]| cosa. But, ||A]] = 1 and||&| = 1, sofi- & = cosa. But,
N3
cosw
fi- € = ng, son; = cosa. Similarly, n, = cosB andnz = cosy, sof = | cosB|.
cosy

(b) coga +cogpB +cosy = ||fll> = 1, becaus@ is a unit vector.

(c) InR?, the unit vector igi = ngs;} wherea is the angle between and€&; andg is the angle
betweeni andé&;. But in the planer + 8 = 7, S0C0SS = cos(n/2— a) = sina. Now letd = «,

and we have
1=[A? = cofa + co$B = cos 0 + sirf o

C9 The statement is false. For any non-zero vedtand any vecto? € R3, letw = V + td for anyt € R,
t # 0. Then

OxwW=0x(V+td)=0xV
butv # w.

C10 If v x W = 0, thend x (V x W) = O which clearly satisfies the equatich= sV + tw. Assume
i = Vx W # 0. Thenii is orthogonal to botl¥ andw and hence it is a normal vector of the plane
through the origin containing andw. Then,d x (V x W) = U x i is orthogonal tai so it lies in the
plane through the origin with normal vectdr That is, it is in the plane containingandw. Hence,
there exists, t € R such thatl x (V X W) = sV + tw.

0
C1l (a) We haves; x (& x &) = 0}:(é1><ég)><ég.
0
1 0 -2
(b) Takew = |2|. Thené; x (& x W) = |1]| while (€, x &) X W = 1}.
0 0 0

C12 Considerd = ¢;X + c,¥. Taking the dot product of both sides withgives

0-X = (1% + oY) - X
0=ci(X - X) + (X -Y)
0=cIX|?+0
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But, |X|| # 0 sincexX # 0. Thus,c; = 0. Similarly, taking the dot product of both sides with respect

toy givesc, = 0. Thus,{X,Vy} is linearly independent.

C13 Considerx = c1V; + coV,. Taking the dot product of both sides wiih gives

X - Vi = (CV1 + CVp) - V3

X - V1 = c|V4]? + 0

XV

Sincev, # 0 (as otherwiseB would be linearly dependent), we get tlat= Wi asrequired. The

proof forc, is the same.

Section 1.4

A Practice Problems

Al

A2

A3

Ad

A5

[ 1] [ 2] 1 4 5
3|, L] 3/_| 3.]¢._|°
2 -1 | 2 -2| 10
—1] | 1] -1 2 1
[ 1] [—1] 3 1 -3 6 10
-2 1 -1 -2 3 -2 -7
5|73 1|72 4|7 | s|7| 3|"| 87|10
| 1] 2] 0 1 6 0 -5
3] [5] [ 2 6
-4 2 -2 0
-1 +|2|-|-3|=|4
2 4 1 5
L 1] (3] | 1 3
1 2 2 2 4 6 0
2 -2 0 4 -4 0 0
21 11+2| 11-3|1|=| 2|+ -13|=] 1
0 2 1 0 4 3 1
-1 1 1 -2 3 -3
The set is a subspace®f by Theorem 1.4.2.

A6 Since the condition of the set contains the square of a variable in it, we suspect that it is not a
subspace. To prove it is not a subspace we just need to find one example where the set is not closed

1 2
under linear combinations. Let = |1| andy = |1
0 3

X-x3=12-12=0=xzandy; —y5 =22-12 =3 =y, butx +y =

17—

3?-22=5%3.
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A7

A8

A9

A10

All

Al12
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Sincethe condition of the set only contains linear variables, we suspect that this is a subspace. To
prove it is a subspace we need to show that it satisfies the definition of a subspace.
Call the sefS. First, observe tha is a subset oR® and is non-empty since the zero vector satisfies

X1 Y1
the conditions of the set. Pick any vectois= [ x| andy = |y2| in S. Then they must satisfy the
X3 Y3
SXp + ty1
condition ofS, sox; = X3 andy; = y3. We now need to show thaK + ty = |sx; + ty»| satisfies
SX3 + tys

the conditions of the set. In particular, we need to show that the first eny efty equals its third
entry. Sincex; = xs andy; = yz we getsx; +ty; = sxs + tys as required. Thus§ is a subspace .

Since the condition of the set only contains linear variables, we suspect that this is a subspace. Call
the setS. First, observe tha$ is a subset oR? and is non-empty since the zero vector satisfies

X andy = zl} in S. Then they must satisfy the
2

the conditions of the set. Pick any vectois= «
2

SX1 + tyr
SXo + ty>
the set sincesy + ty1) + (Sxo + ty2) = S(X1 + X2) + t(y1 + ¥2) = S(0) + t(0) = 0. Thus,S is a subspace
of R2.

condition ofS, sox; + X, = 0 andy; + y» = 0. Thensx +ty = satisfies the conditions of

The condition of the set involves multiplication of entries, so we suspect that it is not a subspace.

X1 1 2
Observe that ik = [ x| = 1‘, thenX is in the set sinceyx; = 1(1) =1 = X3, but 2X = H is notin
X3 1 2

the set since 2(2 4 # 2. Therefore, the set is not a subspace.

2
At first glance this might not seem like a subspace since we are adding the Hctdowever, the
2

1
1|} and
1

Since the condition of the set only contains linear variables, we suspect that this is a subspace. Call
the setS. By definition S is a subset oR* and is non-empty since the zero vector satisfies the

1
1
1
hence is a subspace by Theorem 1.4.2.

2
key observation to make is th%a =2
2

. Therefore, the set can be written&s Span{

Xq | Y1
conditions of the set. Pick any vectaks= | 2| andy = §2 iN'S, thenx, + X + X3 + X4 = O
3 3
X4 Ya
[SXq + tyr
SXo + ty» . g .. .
andy; + Y2 + Y3 + Y4 = 0. We havesX + ty = SXo + 1y, satisfies the conditions of the set since
3+ 1y3
| SX4 + tys

(SXy+ty1)+(SXo+1y2) +(SXa+1yz) +(SXa+1ys) = S(X1+Xo+X3+Xg) +1(Y1+Y2+Y3+Ys) = S(0)+1(0) = 0.
Thus,S is a subspace @&*.

The set clearly does not contain the zero vector and hence cannot be a subspace.
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A13

Al4

A15

A16

Theconditions of the set only contain linear variables, but we notice that the first equatidr; = 5
excludesq = x3 = 0. Hence the zero vector is not in the set so it is not a subspace.

The conditions of the set involve a multiplication of variables, so we suspect that it is not a subspace.
1

—_

We takexX = |, |. Then,X isin the set sinceq = 1 = 1(1) = xgXg andx; — X4 = 1 — 1 = 0. But,

[EEY

2
2X = ; is not in the set since 2 2(2).
2

Since the conditions of the set only contains linear variables, we suspect that this is a subspace.
Call the setS. By definitionS is a subset oR* and is non-empty since the zero vector satisfies the

X1 Y1
conditions of the set. Pick any vectats= iz andy = zz in S, then X; = 3x4, X — 5x3 = 0,
3 3
X4 Ya
SXg + ty1
SXo + tyo . -
2y; = 3y, andy, — 5y3 = 0. We havesx +ty = SXe + by satisfies the conditions of the set
3+ 1y3

SXgq + tys
since 26x; + ty)) = 2sxp + 2tyr = 3sXq + t3ys = 3(SX4 + tys) and Exe + ty,) — 5(sxz — tys) =
S(X2 — 5%3) + t(y2 — 5ys) = S(0) + t(0) = 0. Thus,S is a subspace dt*.

Sincexz = 2 the zero vector cannot be in the set, so it is not a subspace.

For ProblemsA\17 - A20, alternative correct answers are possible.

Al7

Al18 0 -2

Al19 1

2
1

o O O O

0 1

0 0
10+01+O

0 2 -3

N b~ O
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A20 It is difficult to determine a linear combination by inspection, so we set up a system of equations.

Consider
0 1 1 1
O_c| Yiel?l+elt
ol -2|" 2|1 " 2|-8
0 3 3 3
Ci1+C+C3
C1+2C2—C3

h —-2C1 +Cp — 8C3
3¢ + 3¢ + 3C3

This gives us the system of equations

Ci+C+c3=0
Ci+2-c3=0
—2C1+C2—8C3=0
3 +3c+3c3=0

Adding the first equation and the second equation gives-&t, = 0. Subtracting the first equation
from the second equation gives — 2c; = 0. Thus, if we takec; = 1, we getc, = 2 and hence
¢, = —3. Indeed, we find that

[ 1 1 1 0
1 2l |-1 0
32| *2]1* -8 = |o
| 3 3 3 0
1 1] [-2 0
1 2| |-4 0 -
A21 Observe that b +2 _1|* 2| = ol S° the set is linearly dependent.
3 1] -2 0
1] J2 1 0
1 2 0 0 -
A22 Observe that2 NEan +0 1| = lo| S© the set is linearly dependent.
1] |2 0 0

0 1 0 C1
A23 Conside 8 =C é +Cp 1 Cl: €2 . Comparing entries gives = ¢, = 0, so the set is linearly
1 1

C1+C
independent
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A24

A25

A26

0 3 4 3 3¢ + 40 + 333
. 0 _ 2 4 3 2C1 +4¢ + 3¢ . .
Conside ol = C1 1 5 2|7 e =50 - 26 | . This gives
0 2 0 1 2C, +C3

3¢ +4¢6 + 363 =

201+4cz+3c3:0

Ci-56-23=0
2 +¢c3=0

Subtracting the second equation from the first gives 0. Then, the third equation gives = 0 and
any of the other equations gives= 0. Thus, the set is linearly independent.

X1
By the definition ofP, everyX = |x;| € P satisfies &; + X, + x3 = 0. Solving this forx, gives
X3
Xo = —2X; — X3. Consider
X1 1 0 C1
-2X1 —X3|=¢1| Ol+co| 1| = Co
X3 -2 -1 —-2C1 — C

Solving we find that; = xq, ¢; = —2X; — X3. Observe that2¢; — ¢; = —2x%; — (—2X%1 — X3) = X3 SO
the third equation is also satisfied. ThisspansP. Now consider

0 1 0 C1
Of=cy| O]+cy| 1f= (3
0 -2 - —-2C —C

1
Comparing entries we get thet = ¢, = 0. Hence B is also linearly independent.

Since8 is linearly independent and spaRsit is a basis foiP.

NOTE: We could have solved the equation for the plRrfer x; instead.

X17
By the definition ofP, everyX = |x;| € P satisfies &; + X, — 2x3 = 0. Solving this forx, gives
X3]
Xo = —3X; + 2X3. Consider
Xl ] l O C]_
=3X1 +2X3| = ¢ |-3|+ |2 =|-3¢ + 2C
X3 0 1 Co

Solving we find that; = x4, C; = X3 (observe that3c; + 2¢, = —3x; + 2X3 SO the second equation
is also satisfied). Thug spansP. Now consider
C1
= (-3¢ + 2¢,

0 1 0
Ofl=c1|-3|+¢C|2
C2

0 0 1

Comparing entries we get that = ¢, = 0. HenceB is also linearly independent.

Since8 is linearly independent and spalsit is a basis foP.

Copyright © 2020 Pearson Canada Inc.



35

X1
A27 By the definition ofP, everyX = |xo| € P satisfies &; + xo — 2x3 = 0. Solving this forx, gives
X3
Xo = —3X; + 2X3. Consider
X1 1 0 C1
=3x1+2X3|=¢C| 0 |+¢Cp| 1| = Cy
X3 3/2 1/2 %Cl + %Cz

Solving we find thatc, = x;, C; = —3x; + 2%3 (observe thaBc, + 3¢, = 3x; + 3(-3%1 + 2X3) = Xa
sothe third equation is also satisfied). ThésspansP. Now consider

0 1 0 C1
Ol=c1| O 1= Co
1/2 %Cl + %Cz

0 3/2
Comparingentries we get that; = ¢, = 0. Hence B is also linearly independent.

+ Co

Since8 is linearly independent and spalsit is a basis foP.

X1
A28 By the definition ofP, everyxX = f € P satisfiesx; + xo + X3 — X4 = 0. Solving this forx, gives
3
X4
X4 = X1 + X2 + X3. Consider

X1 1 0 0 C1

% NPT N ©

X3 ~ ol T 2 ol T B T Cs

X1+ Xo + X3 1 1 1 C1+Cr+C3

Solving we find that; = xg, ¢; = X, C3 = X3 (Observe that; + C¢; + C3 = Xg + X2 + X3 = X4 SO the
fourth equation is also satisfied). Th&spansP. Now consider

0 C1
0 _ Co
1| C3
1

1 0

0 1
=C10+C20+C3

1 1 C1+Cp+C3

o O OO

Comparing entries we get that = ¢, = ¢z = 0. Hence B is also linearly independent.

Since8 is linearly independent and spaRsit is a basis foP.

For Problems\29 - A32, alternative correct answers are possible.

A29 We observe that neither vector is a scalar multiple of the other. Hence, this is a linearly independent

1
set of two vectors ifR*. Hence, it is a plane iRR* with basis 2
1

1
2
11
3
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1] [0] [O
A30 Theset g , é , 8 is a subset of the standard basisESrand hence is a linearly independent set
0] |0 |1
1] 0] [O
of three vectors ifR*. Hence, the span of this set is a hyperplanimwith basis 8 , é , 8
o] |0] |1

A3l Observe that the second and third vectors are just scalar multiples of the first vector. Hence, by
Theorem 1.4.3, we can write

3 6 3
1 2 1
Spa “1l'lol |22 = Spa 1
0 0 0

0

0

0

10
3

Therefore, it is a line iR* with basis _1 .
0]

A32 Observe that the third vector is the sum of the first two vectors. Hence, by Theorem 1.4.3 we can

write

1 1] |2 1 1

1 of (1 1 0

Span 1ol+] o|*|o|( = SPa™ lo|*| o

2| |-1] (1 2| |-1
1 1 1 1
. 1 off._ .. . . . 11 0
Since ol'| olf's linearly independent, we get that it spans a plarig*iwith basis ol'l o
2] [-1 2| [-1

A33 If * = p +td is a subspace dt", then it contains the zero vector. Hence, there etisssich that
0= p +t,d. Thus,p = —t;d and sop is a scalar multiple off. On the other hand, if is a scalar
multiple ofd, sayp = t,d, then we havet = B + td = t;d + td = (t; + t)d. Hence, the set is Spaf{
and thus is a subspace.

A34 Assume there is a non-empty sub%st= {Vi,...,V,} of B that is linearly dependent. Then there
existsc; not all zero such that

6:Clvl+"'+cl\7€:C1\71+"'+C€V[+0\7(+1+"'+0Vn

which contradicts the fact th& is linearly independent. Henc$; must be linearly independent.

A35 (a) Assume that Spawy, ..., Vy} = Span{i, ..., Vi_1}.

Sincevi € Spanyy, ..., Vi} our assumption implies that € Spanyy, ..., Vk_1}. Consequently,
there existdy, ..., b1 € R such that

\7k = b1\71 + o+ bk_1\7|<_1

Thereforeyy is a linear combination of4, ..., Vx_; as required.
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(b) If Vi can be written as a linear combinationwWf . . ., Vi_1, then, by definition of linear combi-
nation, there existy, . .., c_1 € R such that
CiV1 + -+ + CeaVie1 = Vi 1)

To prove that SpdNy,...,Vk} = Span¥y,..., Vi 1} we will show that the sets are subsets of
each other.

By definition of span, for ang € Span{i, ..., Vi} there existy, ..., dk € R such that
X = diVi + - -+ + deeqVie1 + Vi
Using equation (1) to substitute in f@g gives
X =diVy + -+ Ok 1Vke1 + de(CaVy + - - - + Ck-1Vk-1)
Rearranging using properties from Theorem 1.1.1 gives
X = (dh + dkC1)Vy + -+ + (G-1 + OkCh-1)Vk-1
Thus, by definitionX € Span{/4,...,Vk_1} and hence
Spanyy, ...,V € Span{y, ..., Vg 1}
Now, if Y € Span¥y, ..., Vi 1}, then there existay, ..., a1 € R such that

Y =aVy+ -+ a1V
=V + -+ &c1Vier + 0V

Thus,y € Spany,...,Vi}. Hence, we also have Spar{...,Vk 1} € Spany,...,Vy} and so
Span{iy,..., Vi) = Span¥y, ..., Vi 1}
A36 The linear combination represent how much material is required to produce 100 thingamajiggers and

250 whatchamacallits.

B Homework Problems

7 4 -5
Z 6 -5 2
Bl B2 | 5 B3 |-5 B4 |12
16
23 -3 3 5
-1 0 20
B5 It is a subspace Gt B6 Itis not a subspace @?.  B7 Itis not a subspace .
B8 It is a subspace Gt B9 Itis not a subspace @°. B10 Itis a subspace Gt
B11l Itis not a subspace @f3. B12 Itis a subspace dt°. B13 Itis not a subspace .
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B14 It is a subspace @t°.

B15 lItis a subspace ai*. B16 Itis a subspace dt*.
B17 Itis not a subspace Gf*. B18 Itis a subspace dt*.
1 [ 2] |3 1 0 [ 4 3] [ 3 0
2l -1 |1 1 0 1 1 ol |O
8195+ 1_6+01_0 8203_2—31—_9—0
1] | 1] |[2 1 0 | 1 2l |-3 0
1] |2 1] [-2 0 (1 3 0 0
-1 |2 1 |-2 0 1 1 0 0
82101+1+01+_1_O 82202+05+10_0
-1] (1 1] -1 0 15 2 10 0
B23 Linearly independent B24 Linearly independent
2l |1 3 -2 2 0
1 |-1f{_|O 1| 5, 1[3] _|4
8251+o_1 B26 3 11721171
3l | 4 7 | 4 2 3
B27 Shav 8 spansP and is linearly independent.
B28 Show$ spangP and is linearly independent.
B29 Show8 spansP and is linearly independent.
111 4 1 3
B30 Aplane. Abasisi 3 ! B31 Aplane. Abasisi 2 2
p . 1’| 3l P : =217 4
2| |-2 1] [-1
(1] [-1] [3 -1
121 1-2] |1 . - ]1-2
B32 A hyperplane. A basis i$ o'l 2l lo B33 Aline. A basis is{ 1
0] [ Of [1 -3
(1] [1] [3 (1
. 110} (O] |1 . N I V
B34 A hyperplane. A basis i$ 1l:121" ol B35 Aline. A basis is{ 1
1] [1] [O 11
C Conceptual Problems
X1
Cl Letx =|: |andletsteR. Then
Xn
X1 (S + t) X1 SX1 + tXg SX1 X1 X1 X1
(s+t)|:|= : = : = |+ =s|:|+t

Xn (s+ t)Xn SXn + tXn SXn tXn Xn Xn

Copyright © 2020 Pearson Canada Inc.



39

X1 Y1
C2 Letx=|:|,y=]|:[ andletteR.

Xn Yn

Xp+yi|  [tOa+y)]  [txa+tys
t(X+y)=t| : = : = :
X+ Yol 1% +Yn)] [t +tyn
X1 ty1 X1 Y1
=| |+ =t |+t =ty
tXn tyn Xn Yn

C3 By the definition of spanning, ever®/ € SpanB can be written as a linear combination of the vectors
in 8. Now, assume that we hawe= s;Vq + - - - + §Vx andX = t;V1 + - - - + {V. Then, we have

SIVy + -+ SV = 11V + - -+ + Vg
(S1V1+ -+ W) = (Vs + -+ + W) = O
(S~ t)Vy+ + (S — )V = 0
Since{Vy,...,Vy} is linearly independent, this implies thgt—t; = O for 1 < i < k. That is,s = t;.
Therefore, there is a unique linear combination of the vectofwhich equal.
C4 If v; = 0, then we have that

OVy+ -+ OVig + 10 + OViy +--- + OV = 0

Hence, by definition{Vy, . .., Vi} is linearly dependent.

C5 (a) By definitionU NV is a subset k", and0 € U and0 € V since they are both subspaces. Thus,
GeUNV. Let X,¥ e UNV.ThenX,y € U andX,y € V. SinceU is a subspace, we have that
sX +ty € U for all s;t € R. Similarly, V is a subspace, ssX + ty € V for all s;t € R. Hence,
sX +ty e UNV. Thus,U NV is a subspace d@&".

el

(b) Consider the subspacks= {[)8] | X1 € R} andV = {[f} | Xo € R} of R2. Thenx = [(1)
2

andy = m eV,butx +y = [ﬂ is notinU and not inV, soitis notinU U V. Thus,U UV is
not a subspace.

(c) SinceU andV are subspaces &", G,V € R" for anyt € U andv € V, sod + V € R" sinceR"
is closed under addition. Hendd, + V is a subset oR". Also, sinceU andV are subspace of
R", we havel € U and0 € V, thusG = 0+ 0 € U + V. Pick any vector,y € U + V. Then,
there exists vector@y, U, € U andvq,V, € V such thatX = G, + V; andy = U, + V,. We have
S)?+ty = S(lj]_+\71) +t(lj2+\72) = (Sljl+tl]\2) + (S\71+t\72) with Sjl+tljz eU ands71+t\72 eV
sinceU andV are both subspaces. Heneg,+ty € U + V for all s,t € R. ThereforeJ + Vis a
subspace aR".
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C6

Cc7

C8

C9

C10

Cc1

C12

Thereare many possible solutions.
1] 0] 0] 0]
. 0 1 0 0
(a) Pickp = 0 Vi = 0 Vo = 1,and\73_ ol
0] 0] 0] 1]
0] 1] 0] 1]
. 0 0 1 1
(b) PICk[j—O,\71—O,\72—0,andV3—0.
0] 0] 0] 0]
1] 0] 0] 0]
. 3 0 0 0
(c) Pickp = 1 V1= 0 Vo = O,and\73_ ol
|1 0] 0] 0]
0] 1] 2] 3]
. 0 0 0 0
(d) Pickp = 0 V1 = 0 Vo = O,and\73_ ol
0] 0] 0] 0]
If X € SpanVl, 3\71 + t\72}, then

X = €1V + Cp(SV1 + tV) = (Cy + SC)V1 + CotV, € Spanyy, Vo)

Hence, Spawy, sV, + tV,} € Spanyy, V).
Sincet # 0 we get that/, = -Tsvl + %(5\71 + tV5). Hencejf V € Spanyy, V,}, then

V= b1\71 + b2\72 = bl\71 + b2 (_Tsvl + %(5\71 + t\72)
_ (bl - b%s) V1 + %(svl + 1) € Spanivy, sV + tVs}

Thus,Span{/y, Vo) € Spany1, sV; + tV,}. Hence Spaw, Vo} = Spanyy, sV1 + tV).

A subspaces of R" is a subset oR" that has the additional properties ti&ais non-empty and that
sX +ty € Sforall X,y € Sands,t € R. That is, every subspace Bf' must be a subset &", but
not every subset @t" is a subspace @".

TRUE. We can rearrange the equation to-get + V, = 0 with at least one non-zero coefficient (the
coeflicient ofV;). Hence{Vy, V,} is linearly dependent by definition.

FALSE. If ¥, = G andV, is any non-zero vector, then is not a scalar multiple of, and{vy, V,} is
linearly dependent by Proble@@v.
1 1 2
FALSE. If Vi = 1], V2 = |0}, andV;3 = |0|. Then,{V1, V,, V3} is linearly dependent, bay, cannot be
1 0 0

written as a linear combination &f andv,.

TRUE. If V1 = sV, + tV3, then we have/; — sV, — tVz = 0 with at least one non-zero coefficient (the
coefficient of/;). Hence, by definition, the set is linearly dependent.
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Cl4

FALSE. The set0} = Span{} is a subspace by Theorem 1.4.2.
TRUE. By Theorem 1.4.2.

Section 1.5

A Practice Problems

Al

A2

A3

A4

A5

A6

A7

A8

[ 5] [3
_g . i =5(3)+3(2)+ (-6)(4)+ 1(0) = -3
| 1] [O
11 [ 2
Sl 1] = 1@+ Ca+ 2w+ a1 = -4
| 4] [ -1
11 [ 2
4| -1
1l 21l = 12)+4-D+ (-D)(-D)+1(1)=0
| 1 [ 1
5
1
5|l = V2R 2 VR 1= B
-1 |
[1/2
1/2 .
ol = V@/2P + (122 + (128 + (1/2R = 1
11/2
[ 1
_i = V12+22+ (=12 + 32 = V15
| 3
We havel|X|| = V12 + 22 + 52 = V/30. Thus, a unit vector in the direction ®fis
1
~ 1 1
X = —X =—12
PTIR T V3o J

We have||X|| = /32 + (=2)2 + (-1)2 + 12 = V15. Thus, a unit vector in the direction ®fis

3

3= Lgo L |72
X1~ vi5|-1

1
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A9 We have|X|| = /(=2)? + 12 + 0? + 12 = V6. Thus, a unit vector in the direction gfis

-2

» 1 111
X=—X=—

Il Ve| O

1

A10 We have||x|| = /12 + 22 + 52 + (=3)2 = V39. Thus, a unit vector in the direction gfis

1

A 1 1 2
7( = —)? = —

I V39| S

-3

A1l We have||X|| = v/(1/2F + (1/2)? + (1/2) + (1/2F = 1. Thus, a unit vector in the direction &fis

1/2
%= L g=|12
ST A2
1/2

Al12 We havel|X|| = V12 + 0% + 12 + 02 + 12 = /3. Thus, a unit vector in the direction &fis

1
! 1|
X= —-%X=-—|1
IXI™ V3|,
1
6
A13 We havelX|| = V42 +32+12 = V26,|lyll = V22 + 12+ 52 = V30, [IX+Y|l = |||4|| = V62 + 42+ 62 =
6

222, andX - y| = 4(2)+ 3(1) + 1(5) = 16. The triangle inequality is satisfied since
2V22~9.38< V26+ V30~ 10.58

The Cauchy-Schwarz inequality is also satisfied sincec1§26(30)~ 27.93.

-2
Al14 We havell|| = 12+ (=12 +22 = V6, |Iyll = V(=32 +22+42 = V29,|IX +¥| = I 1‘ =

6
V(=22 + 12+ 62 = V41, andX - y| = 1(-3) + (-1)(2)+ 2(4) = 3. The triangle inequality is satisfied

since
V41~ 6.40< V6+ V29~ 7.83

The Cauchy-Schwarz inequality is satisfied since 3/6(29)~ 13.19.
A15 A scalar equation of the hyperplane ig 3 x, + 4x3 = 3(1)+ 1(1)+ 4(-1) = 0.
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A16

Al7

A18

A19

A20

A21

A26

A27

A28

A29

43

A scalar equation of the hyperplanexis+ 3xz + 3x4 = 0(2) + 1(-2) + 3(0)+ 3(1) = 1.

A scalar equation of the hyperplane i 3- 2x; — 5x3 + X4 = 3(2)— 2(1)- 5(1) + 1(5) = 4.
A scalar equation of the hyperplane &2 4%, + X3 — 3X3 = 2(3)— 4(1)+ 1(0)- 3(7) = -19
A scalar equation of the hyperplanexs— 4x; + 5x3 — 2x4 = 1(0) — 4(0) + 5(0) - 2(0) = 0.

A scalar equation of the hyperplanexs+ 2x3 + X4 + X5 = 0(1)+ 1(0)+ 2(1) + 1(2)+ 1(1) = 5.

1 1
5 3 -4 1 1
ﬁ:[} A22 ﬁ:l—Z] A23 ﬁ:{3 A24 i = A25 i=|-1
1 2
3 -5 3 2
-1
We have
V- U -5(0 0
Prok(®) = 152 ¥ = T H ) [—5}
. 3 0 3
pern @) = 0 - proj(@) = | 3| -|_g|=|3]
We have
Ef 12/5 3/5| |36/25
Prok (@) = ||vu2 1 [4/5] ) [48/25]
B . [-4] [36/29 [-136/2
perp?(lj) =u- pr0]\7(lj) - |: 6] - [48/23 - [ 102/23
We have
0 0
v-a 5
(@)= —==V==|1|=15
proj, (0) VE T 1 J :
-3 0 -3
perp, (0) = O — proj, () = { 5[- 5] = [ 0]
2| |0 2
We have
al 1731 [-4/9
projy (1) = ”\7”2 #3 —2/3] = 8/9}
| 2/3] |[-8/9
40/9
perp,; (0) = U — proj,(d) = 1 - 8/9‘ l 1/9}
-3 8/9 19/9
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44

A30 We have

A31 We have

A32 We have

A33 We have

A34 We have

1] [0
\7 Ci 0 1 0
-2 |0
-1] [0
erp,(d) = d — proj,(d) = —L_19 2
p Ri - p J\7 - 2 0 -
-1] [0
1 -1/2
V- G -110 0
projy (d) = ﬂ6ﬂ§ =% lolT| o
1 |-1/2
2] [-1/2
. 3 0
perg(U) = U —pro(@) =| ,|—-| o |=
3] [-1/2

vV-a 0
Prok(®) = jgje" EH:B}

perm(t) = ¢ - proj(a =| 3| - o[ = | 3|

2] (27
proj; (d) = \7\72\7 1—; 3}: —3/17}
I 2| | 217

4 -2/17
perp, () = U — projy(d) = [—1] - [—3/17] = [—

3 2/17

-2 14/3
projy(d) = -y 15[4=Lw%

WW 6 11| | 7/3
5 14/3

perp;(t) = U — proj,(d) = {—1 - —7/3} =
3 7/3

Copyright © 2020 Pearson Canada Inc.
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3

2
-5/2

3

70/1
14/1;]
49/17

1/3
4/3‘
2/3
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A35 We have
11 [3/2
V- d 9
roj, (0 ==l 1]=1(3/2
p JV( ) ||\7||2 "6 _2] / ‘
4]
perpy (@) =  — projy(@) = | 1|- 3/2 1/ 2
-2
A36 We have
-1 1/3
- Ci -5 2| |-2/3
pI’OJV(U) ”\7”2 1_5 1| _1/3
-3 1
2 1/3 5/3
) -1 |-2/3| _|-1/3
perp,(d) = U — proj,(d) = | -1/3| 7| 7/3
1 1 0
A37 We have
2] [-1/3
v-d, _-1/0 0
projy () = ||\7||2 ~ 6 |1 -1/6
1] |-1/6
-1 [-1/3] [-2/3
. 2 | 0 2
perp, (0) = d — proj,(d) = -1 |-1/6|  |-5/6
2] |-1/6] |13/6

A38 (a) A unitvector in the direction df is

l 2/7
IIUII 3/7
(b) We have
E. U 110 2 220/49
F) = ——_|6| = |660/4
projs(F) = ||U||2 29 u {330;4
(c) We get

10] [220/4 270/4
perp;(F) = F — proj(F) = llsl - {660/43 = I 222/43
-6 [330/49 [-624/4
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A39 (a) A unit vector in the direction ofi is

d 3/V14
0 = F = l/\/ﬂ
el | 5 v
(b) We have
Fa, 1e|3| | 27
proj(F) = =0 = —l 1= [ 8/7
1|2 14 2| |-16/7]
(c) We get

perp(F) = F - projy(F) =

3] [ 24/7) [-3/7
11‘ - 8/7‘ = 69/7‘
2| |-16/7] |30/7

A40 We first pick a pointP on the line, say(1,4). Then the poinR on the line that is closest 1Q(0, 0)
satisfiesPR = proj{(PQ) wherePQ =

411, andd = [_g] is a direction vector of the line. We get

= -

B oy PQ-do —6(-2| [ 3/2
P_R_prOJJ(PQ)_ I _)”2 d_g[ 2}_[—3/2}

Thereforewe have

-3/2|  |5/2
Hence, the point on the line closest@as R(5/2,5/2). The distance frorRto Q is

|- I=2-

A41 We first pick the pointP(3,7) on the line. Then the poirR on the line that is closest tQ(2,5)

satisfiesPR = proj{(PQ) wherePQ = andd = [_411] is a direction vector of the line. We get

OR = Ob + PR = [}1] . [ 3/2] _ [5/2}

I perp (POl = H[Zﬂ - [_gﬁ

-1
-2

-

g 71 [ 7/a7
g 17|-4| ~ [-28/17

3 7/17 58/17
OR=0P+PR= [7] + [—28/17] = [91/17]

Hence, the point on the line closest@as R(58/17,91/17). The distance frolRto Q is

R BRI N

p

ro¢

PR = proj;(PQ) =

=

Therefore, we have
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A42 We first pick the poinP(2,2,-1) on the line. Then the poif on the line that is closest Q(1,0,1)

-1

-2
2

S 1 5/6
PR = proj(PQ) = PQ'Jﬁzg -2|=1|-5/3
idiz 8| 1] | s/6

satisfiesPR = proj;(PQ) wherePQ =

1
andd = l—Z‘ is a direction vector of the line. We get
1

Thereforewe have
| 2] [ 5/6 17/6
OR=0P+PR=| 2|+|-5/3|=]|1/3
1-1] | 5/6 -1/6
Hence, the point on the line closest@dis R(17/6,1/3,-1/6). The distance frorRto Q is

. -1 [ 5/6 -11/6 29
Iperp(PQI = || -2| - |-5/3)] = |l -1/3| = \/ T
2| | 5/6 7/6

A43 We first pick the poinP(1,1,-1) on the line. Then the poif on the line that is closest (2, 3,2)
(1 1
satisfiesPR = projg(PQ) wherePQ = |2| andd = |4| is a direction vector of the line. We get
3 1
o o 1] [2/3
PR = proj;(PQ) = P({ d= 224 - 8/3
idiz 1814|273
Thereforewe have
1 2/3] [ 5/3
OR=0P+PR=| 1|+|8/3|=|11/3
-1 |2/3] |-1/3
Hence, the point on the line closest@ds R(5/3,11/3,—1/3). The distance frorRto Q is
1 2/3 1/3
I perpy(PQIl = |I12| - [8/3]|| = [||-2/3]|| = V6
3] 12/3 7/3
Ad4

We first pick any poinP on the plane (that is, any poiR{(xy, X2, X3g) such that &; — xo + 4x3 = 5).

8

2
We pickP(0,-5,0). Then the distance fro to the plane is the length of the projectionrRfD = [ }
1

3

onto a normal vector of the plane, s@y |—1|. Thus, the distance is
4
R PQ-f| 2
I projs(PQ)Il = | ——| = ——=
projz(PQ) T 26
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A45

A46

A4d7

A48

A49

AS50

2
We pick the pointP(0,0,-1) on the plane and pick the normal vector for the plane|-3|. Then
-5
the distance fron@Q to the plane is
o PQ-A| 13
roj;(PQ)l = |——| = —
[l proj(PQ)I T NG
2
We pick the pointP(0,0,-5) on the plane and pick the normal vector for the plere| 0f. Then
-1
the distance fronQ to the plane is
o PQ-A| 4
roj(PQ)ll = |——| = —
[l Proj(PQ)I T VE
2
We pick the pointP(2,0,0) on the plane and pick the normal vector for the plare|-1|. Then the
-1
distance fromQ to the plane is
R PQ- i
| proiy(PQ)I = |(|DT|| - 6
1
We pick the pointP(2,2,1) on the plane and pick the normal vector for the plene|1|. Then the
3
distance fromQ to the plane is
- PQ- ﬁ' 3
roj;(PQ)Il = =—
[l proj(PQ)I T NE
2
We pick the point(0,5,0) on the plane and pick the normal vector for the plaae| 1|. Then the
-4
distance fromQ to the plane is
o PQ-A| 13
roj(PQ)l = |——| = —
I1proi (PO = || = =
1
We pick the pointP(6,0,0) on the plane and pick the normal vector for the plare|-1|. Then the
-1

distance fromQ to the plane is

|| projy(PQ)Il =

M. _5
Il | V3
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A51 Picka pointP on the hyperplane, s&(0,0,0,0). Then the poinR on the hyperplane that is closest
to Q(1,0,0,1) satisfieOR = OQ + projﬁ(Qb) whereriis a normal vector of the hyperplane. We have

-1 2
Qb = gandﬁz _1,30
1 1
) 1 21 [1] [-6/ 1/
Qb-ri__lof  -3|-1| _|o| | 3/7|_| 3/7
OR=0Q+ Tk 2 1‘ lo 37|~ |-3/7
1 1 =37 | 47

Hence the point in the hyperplane closest@Qus R(1/7,3/7,-3/7,4/7).

1
A52 We pick the pointP(1,0,0,0) on the hyperplane and pick the normal veciet _§ for the hyper-
0
plane. Then the poirRRin the hyperplane closest @ satisfies
1 1 1 1/14 15/1
QP- do_12|, 1]-2|_|2|, [-2/14 _|13/7
OR=0Q+ TE T 13| 3T et 314 T |17/14
3 o] 13 0 3
Hence, the point in the hyperplane closes@tes R(15/14,13/7,17/14.3).
3
A53 We pick the pointP(0,0,0,0) on the hyperplane and pick the normal vectes _411, for the hyper-
1
plane. Then the poirRin the hyperplane closest @ satisfies
0
QP- ﬁ 4 —18 1 2/3 14/3
OR = OC =
Q* e " 3 T1-8/31 7| 1/3
-2/3 10/3
Hence, the point in the hyperplane closes@ts R(0,14/3,1/3,10/3).
1
Ab54 We pick the pointP(4,0,0,0) on the hyperplane and pick the normal veciet i for the hyper-
-1
plane. Then the poirRRin the hyperplane closest @ satisfies
1 1 [-1] [ -5/7] [-12/
QP no_| 3], 5] 2|_| 8|, |-10/7|_| 11/7
OR=0Q+ S AE ] 2l T 1T 2|t ss7| 7| o7
-2 -1 -2 5/7 -9/7

Hence, the point in the hyperplane closes@ts R(-12/7,11/7,9/7,-9/7).
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A55

A56

A57

A58

A59

Thevolume of the parallelepiped is

il

0

ol]l =

1
The volume of the parallelepiped is

EETOF

The volume of the parallelepiped is

X

B

The volume of the parallelepiped is

1 1] |3 1 0
5/-1| O|x|O||[=1 5|-|-7||=1-35/=35
-3 \[-1] (4 -3 0
By Hooke’s Law, we have that
3.0=1k
6.5=2k
9.0=3k

Letp = . We want to find the value dfthat makes the vectdd closest to the point
9.0 3

P(3,6.5,9). We interpret«T as the lineL with vector equation

3.0 1
6.5 andd = |2

1
2], keR
3

X =k

The vector onL that is closest td® is the projection ofP onto L. Moreover, we know that the
coefficientk of the projection is

=¥=4—3z307
| 14

Thus,based on the data, the best approximatiokwbuld bek ~ 3.07.

Copyright © 2020 Pearson Canada Inc.



51

B Homework Problems

BlL -2 B2 23 B3 -3 B4 V18
-20
B5 V27 B6 V10/3 B7 -12 B8 _43
20
! 5 3
1 1 |o 1|2
B9 —| 1 B10 — Bl1l —
«/6[_2} V260 via|-1
1 0
-2 11/3 1
1|1 1 |1/2 1
B12 — B13 —— B4 — |1
Vig|~2 V7718|1/6 V5|1
3 0
1

B15 We have|x|| = V21,|)y|l = V35,|X - | = 25,and||X + ¥|| = V106. Indeed we have 25 V2135
and V106 < v21+ V/35.

B16 We have|x|| = V14,|l¥]l = V12,|X - ¥| = 4,and||X + V|| = V34. Indeed we have 4 V14V12 and
V34 < V14+ V12.

B17 2x; + 2%, + 6X3 — X4 = 19 B18 X1 + 5% + 9x3 + 2X4 = 46
B19 2X; + X2 + 2X3 + X4 = 10 B20 Xy + 2X3+ X4 = 3
3 1 2 -2
3 1 -5 0 0 -1
B21 [ ] B22 |2 B23 B24 B25 (1 B26 |-2
1 1 -3
7 1 9 0 2
13 -2
) _[3/2] _[-1/2] : | 4 0]
B27 proj,(0) = 3/2) perp(0) = 172 B28 proj,(0) = »—6]’ perp(d) = [0_
. _ [16/25 _ 9/25 . _ [—92/2 _142/25
B29 proj, () = 12/25) perg (0) = [_12/24 B30 proj,(0) = 7 69/23’ perg (0) = [56/25]
[9/2] (-5/2] [-2/3 (-4/3
B31 projy(d) =| O |, perg(d) =| -4 B32 proj,(00) =| 1/3|, perpg(t) =| 8/3
19/2] | 5/2] |-2/3 | 8/3
[1/3] [ 8/3 0] —1]
B33 proj,(0) = 0 erp(d) = 3 B34 proj,(0) = 0 erp(0) = 3
proj - 1/31p R - _13/3 Proj - in R - 2
11/3] | 5/3 0] | 1]
. -1 4 . 5] 0
B35 proj,(0) = 1l perg (U) = [4] B36 proj,(0) = ol perg (0) = 3]
RE [ 2 75 _[18/5
837 proj(d) = 1, pern(@) = | 5| 838 proj(0) = | 1 o pern (@) =| 1o
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0 4 [ 1 3
B39 proj,(0) = |0|, perp,(d) = I 1‘ B40 proj;(0) =| 1|, perg(d) = H
0 -2 -1 3
sy L 2(/)9 —121/9
B41 proj,(0) = | 4f, perp(d) =|-1 B42 proj,(0) = 170l perp(d) = |
5 _J /9 10/9
: 2/9 16/9
2] 2/3 (-11/3
B43 (a) 1|1 (b) proj;(F) =|1/3 (c) perp(F) = 14/3‘
2] 2/3 4/3
1 [-2/19 78/1
B4 (a) 5| 3 (b) projy(F) = —6/19‘ (c) perg(F) = 63/13
-3 | 6/19 89/1
B45 (16/5,-28/5), 1 B46 (16/9,13/9,4/9), V50/3
B47 (5/3,-1/3,-1/3), V14/3 B48 (14/3,4/3,-2/3), VI1/3
B49 26/ V38 B50 7/v21 B51 43 B52 4/6

B53 (32/17,1,-2/17,-20/17)
B55 (3/4,7/4,11/4,21/4)
B57 2 B58 21

C Conceptual Problems

Cl (a) False. One possible counterexampl%]s [;} =2= H . [ 27].

B54 (10/9,26/9,1/18,7/6)
B56 (2,1/2,1,-3/2)
B59 40 B60 48

of (-9

(b) Our counterexample in part (a) has 0 so the result does not change.

C2 Sincex =X -y +V,

IXI=1IX =y + ¥l =X =¥) + VIl < [IX =Y+ [IYl
So,|IX|| - IYll € [IX —¥|I. This is almost what we require, but the left-hand side might be negative. So,

by a similar argument withi, and using the fact th§y — X|| = ||X —Y||, we obtain|y||—||X|| < [IX -]
From this equation and the previous one, we can conclude that

11l = Iy1I| < 1% = ¥
C3 We have

V1 + Val[? = (V1 + V2) - (V1 + Vo) = Vq - Vg + V- Vo + Vp -V + Vp - Uy
= [Vl + 0+ 0+ V2| = V4]l + [IV2]12

C4 By Theorem 1.5.2 (2) we have tﬂﬁ%?” = ’ﬁ' IRl = 1.
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C5 Consider0 = c1V1 + - - - + CVk. Taking the dot product of both sides with respeciitgives
0=0-Vi = (CaVa +--- + GV - Vi = G(¥; - V)

Sincev; # 0, we have tha¥; - V; # 0 by Theorem 1.5.2 (1). Hence, we haye- 0. Since this applies
forall 1 <i <k, we have thatvy, ..., Vi} is linearly independent.

C6 By definition,S* is a subset oR". Moreover, sincd - V = 0 for all V € S we have thaf € S*. Let
W1, W, € S*+. Then,W, - V = 0 andw, - V = O for all V € S. Hence, we have that

(S\/_\)/1+tV_\72)-\7= S(W1V)+t(W/2\7) = S(O)+t(0)= 0
for allV € S ands,t € R. Hence S* is a subspace d@".
C7 (a) We have
C(sX +ty) = projy(projy(sX + ty)) = projy(sprojy(X) + t proj;(¥))
= sprojy (projy (X)) + t projg (projy (¥)) = sC(X) + tC(y)

(b) If C(x) = 0 for all X, then certainly

—a
llali®

HenceV - U = 0, and the vectors andV are orthogonal to each other.

0 = C(V) = proj, (projy (V) = projy (V) =

C8

(=),  —(X-0) % -

roj_g(X) = ———=(-0) = —U) = —=U = projg(X
pro4(X) = < — gz (- = — 2 (-0) = 1o = projy ()
Geometrically proj_;(X) is a vector along the line through the origin with direction veetdr and
this line is the same as the line with direction vedioMWe have that proj;(X) is the point on this

line that is closest t& and this is the same as pg¢x).
C9 (a)

IR+YIP=(X+Y) (X+Y)=X-X+X-Y+y-X+y-¥
= [IXI* + 2% - § +[IyII?

Hence||X + |2 = |IX||> + |IY||? if and only if X -y = 0.
(b) Following the hint, we subtract and add pi@):

Ip = dlI* = 1Ip - projs(p) + projg(P) - dII°
N 2

pern(P) + ( F;d - tH‘

Since,d- perp(P) = 0, we can apply the result of (a) to get

1B — dII* = || perpgB)II* + Il projy(B) — al®

Sincep andd are given, pergp) is fixed, so to make this expression as small as possible choose
d = projg(p). Thus, the distance from the poigtto a point on the line is minimized by the point

d = projs(p) on the line.
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C10
OP + perp,(PQ) = OP + (PQ — projy (Pb)
= (0P + PQ) + proj (-PQ) = 0Q + projs (QP)
Cl11 (a)
2/3
perg(X) = X — ECf =(11/3
iz 13,3
perg(x)-d . [°
proj, (pergy(x)) = — = = |0
a2 0
(b)
, (. X-d d
proj; (perpy (X)) = »(Y - WU) ' W] |
_&-u_@.mwwwd
RIGIE [l
Rz
Clan iR

=0

(c) projs(perp; (X)) = 0 since perp(X) is orthogonal tal and proj; maps vectors orthogonal tto
the zero vector.

C12 (a) We have

&l = VI2+ 0+ 02 =1
I&ll= V2 + 12+ 02 =1
&l = Vo2 + 2+ 12=1

Thus,each standard basis vector is a unit vector. We also have

g & =1(0)+0(1)+0(0)=0
& -8 =1(0)+0(0)+0(1)=0
& & =0(0)+1(0)+0(1)=0

Hence, each vector is orthogonal to every other vector in the set. So, th&,sb1&;} is or-
thonormal.

(b) If each vector is a unit vector, then they are all non-zero. Hence, the result follows from Problem
C5.
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Chapter 1 Quiz

El

E2

E3

E4

ES

EG6

ENE

We have[_g] +2

2
A vector orthogonal tX andy is X x ¥ = |-1|. The length ofk x ¥ is /22 + (-1)2 + 72 = V54,
7
2
Thus,a unit vector that is orthogonal to boghandy is \/%1 -1|.
7
4/5
. _ 4/15
_ OV g _
projg (V) = 1gpd = 8/15|
-4/15
1/5
: -4/15
perp](v) =V- projd(v) = 22;15 .
49/15
Any direction vector of the line is a non-zero scalar multiple of the directed line segment be@ween
5-(-2) 7
andQ. Thus, we can takd = PQ = | -2-1 | = |-3|. Thus, sinceP(-2,1,-4) is a point on the
1-(-4) 5
line we get that a vector equation of the line is
-2 7
X=| 1{+t|-3], teR
-4 5

Every vector in the plane satisfigs = 3 + 2x3. Hence, they satisfy

Xi| [3+2x3| |3 0 2
Xo| = Xo =0+ X% |1 + X3 0
X3 X3 0 0 1

for X, X3 € R. This is a vector equation for the plane.

2 -5
We have that the vectoQ = | 2| andPR=| 2|are vectors in the plane. Hence, a normal vector
-2 6
2] [-5 16
forthe planeisi=| 2|x| 2|=|-2|. Then, sincd’(1,-1,0) is a point on the plane we get a scalar
-2 6 14

equation of the plane is
16x; — 2% + 14x3 = 16(1)— 2(-1)+ 14(0)= 18

Or 8%y — Xo + 7X3 = 9.
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3
9
7

E7 Obsere that . Hence, by Theorem 1.4.3, we have that

{2 -~

R

2] [1
SinceB = { 6 H} cannot be reduced further (it is linearly independent), it is a basis for the
4| |3
spanned set which is a planeRs.
E8 Consider
0 1 1 2 Ci1+C + 2C3
Ol=c1|2|+Co|-1|+c3|0]| = 2¢c—C
0 1 3 1 C1+ 3¢+ C3

This gives the system

Ci+C+2c=0
2 —-¢C, =0
ci+3+c3=0

Adding the first and the second equation gives-8@€c; = 0. Hence, we have; = —§c3. Fromthe
second equation we haeg = 2¢ = —%Cg. Thus,the third equation gives

2 11
O=--C3-4CG+C3=—-—C
33 3t C3 3

Thus,cz = 0 which implies that; = ¢, = 0. Therefore, the set is linearly independent.

E9 (a) To show thal{ ;

,[_21]} is a basis, we need to show that it spatfsand that it is linearly

independent.
Consider
1

2 +t2

X1 —t -1 _ L-t
Xz_l 2_2t1+2t2

This givesx; = t; — t; andx; = 2t; + 2t,. Solving using substitution and elimination we get

X .
t = %(le + Xp) andt, = %(—le + X2). Hence every vector[xj can be written as

[ij = %(le +X) [;

+ %(—le ) [_;]

So, it spansk?. Moreover, ifx; = x, = 0, then our calculations above show that t, = 0, so
the set is also linearly independent. Therefore, it is a basiR¥or
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(b) Takingx, = 3 andx, = 5 in our work above givet; = (6 + 5) = i andt, = 3(-6+ 5) = —3.
So,these are the coordinatessofvith respect to the basis. Indeed we have

3| 11y1] 1|1
5|7 42| 4| 2
c) Sincey = 2X, the coordinates of with respect to the basi8 aret; = = andt, = —3. Indee
Si 2X, th di ith he basiB 121d éldd
we have
6 111} 1|-1
100 2 (2| 2| 2

Obsere that 0+ 3 — 5(0) so0 ¢ S, soS is not a subspace.
If d # 0, thenay (0) + a2(0) + a3(0) = 0 # d, so0 ¢ S and thusS is not a subspace &,

0
On the other hand, assurde= 0. Observe that, by definitio, is a subset aRk® and thaf = |0| e S
0
since takingx; = 0, X, = 0, andxz = O satisfiesyXx; + axXz + agxz = 0.
X1 Y1
LetX = |xof, ¥ = lyz € S. Then they must satisfy the condition of the setaga + axx; + agx3 = 0
X3 Y3

andalyl + agy2 + agys = 0.

To show thatS is a subspace, we must show tlsat + ty satisfies the condition o6. We have
SX1 + ty1

X +ty = [SXZ + ty>
SX3 + tys

and

ar(sxy + tyr) + ax(Sxz + tyz) + ag(Sxz + tys) = S(@r X1 + axX + agXs) + t(aryr + ay2 + agys)
= 5(0) + t(0) = 0

Therefore S is a subspace dt3.

X1
X2
X3

By the definition ofP, everyX = € P satisfiesx; — 3x2 + X3 = 0. Solving this forxz gives

X3 = —X1 + 3%p. Consider

X1 1 0 C1
X2 =c| Ol+c|l C2
—X1 + 3% -1 3 —C1 + 3¢

Solving we find that; = X3, C; = X, (Observe thatc; + 3¢, = —X; + 3% S0 the third equation is
also satisfied). Thu®3 spansP. Now consider

0 1 0 C1
Ol=c| Ol+c 1) = C2
0 -1 3 —C1 + 3¢

Comparing entries we get that = ¢, = 0. HenceB is also linearly independent.
Since8 is linearly independent and spalsit is a basis foP.
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E13

El4

E15

El6

El7

E18

E19

E20

Sincethe originO(0, 0, 0) is on the line, we get that the point
Q on the line closest t® is given byOQ = projz(OP), 5]

whered = l—Z‘ is a direction vector of the line. Hence,

ob.q. | 811
0Q=——d=|-12/11
i 18/11

and the closest point i9(18/11,-12/11,18/11).

1
Let Q(0,0,0,1) be a point in the hyperplane. We have that a normal vector to the plane s_lL .
1

Then, the poinRin the hyperplane closest ®satisfiesPR = proj; PQ Hence

0 -1/2

3 1 5/2
OR=OP + prOJﬁ(PQ -2 —Z ﬂ IS/Z
2 1 3/2

Thenthe distance from the point to the line is the lengttP&

-1/2

-1/2
PRI = | 75 = 2

-1/2

The volume of the parallelepiped determinediby kv, V, andw is

[(T+ kV) - (VX W) =0 (VxW)+k(V-(VxW)|
=|d - (Vx W) + k(0)]

which equals the volume of the parallelepiped determined, sy andw.

FALSE. The point$(0,0,0), Q(0,0,1), andR(0,0, 2) lie in every plane of the formyx; + toxo = 0
with t; andt, not both zero.

TRUE. This is the definition of a line reworded in terms of a spanning set.

TRUE. By definition of the plang/y, V,} spans the plane. {f/1, V,} is linearly dependent, then the set
would not satisfy the definition of a plane, &6, V,} must be linearly independent. Hen¢e,, v,}
is a basis for the plane.

FALSE. The dot product of the zero vector with itself is 0.

FALSE. LetxX = [0

andy = [ ] Then, proj y = [ ] while proj; X = [1@}
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E21 FALSE. If y = 0, then proj(y) = 0. Thus,{proj, (¥), perp:(¥)} contains the zero vector so it is
linearly dependent.

E22 TRUE. We have
IO x (V+30)=|0xV+3Ux0)=|dxV+ 6|| =||d x V||

so the parallelograms have the same area.

Chapter 1 Further Problems

F1 The statementis true. Rewrite the conditions in the form
d-(V-w)=0, dx@-w)=0

The first condition says that—w is orthogonal tal, so the anglé betweertl andv —w is 5 radians.
Thus,sing = 1, so the second condition tells us that

0=l x (V—w)|| = [[T[[IIV — Wil sing = [|d||IV — w|
Sincel|d]| # 0, it follows that||v — Wj| = 0 and henc& = Ww.

F2 Sinced andv are orthogonal unit vectord,x V is a unit vector orthogonal to the plane containihg
andv. Then perp,y(X) is orthogonal tdl x v, so it lies in the plane containingandv. Therefore,
for somest € R, perg,y(X) = s + tV. Now sinceli -G = 1,0 -V =0, andd - (U x V) =0,

S=U-(SU+1tV) =0 perg,y(X) =0- (X - projg,y(X)) =d-x-0
Similarly, t = v - X. Hence,
PerRy,g(X) = (U - X)d + (V- X)V = projy(X) + proj(X)
F3 (a) We can calculate that both sides of the equation are equal to
UoViWo — UoVoWq + U3ViW3 — U3VaWq
—U1V1W2 + U1VoW1 + U3VoW3 — U3V3Wo
—U1V1W3 + U1V3W1 — U2VoW3 + UpV3Wo

(b) Using part (a), we get that

UX(VXW) +V x (Wxd)+Wx (0 xV) =

(- WV — (T - V)W) + (7 - OW — (V- W)d) + (W - V)d — (W - d)V) = O
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F4 If a=b = 0,then Spar8 = {s[g] | se R} # R2 Thus, at least one @ or b is non-zero. Assume

X1 Cl
X2 d|

H _ X (%
Sincea # 0, we get; = 3 — tzZ. Hence,

a # 0. Consider
a

b +1

=t

tja+tyC
tlb + tzd

If %’ —d =0, thenx, = bT’? andhences could not sparR?. Thus,%" —d # 0 whichwe rewrite as

ad — bc # 0. Then, we get that

L= (—le + aX2)

ad - bc

1
= bC(dX1 - CXp)

This implies that ifad — bc # 0, then spansR? and is linearly independent.

F5 (a) Letw = perp, (V) =V, — [&73V1. Then,

\72-\71 v2'\71
W-Vy=Wo———=Vy) -V =V-V———-(V1-V)=0
1= (V2 AR 1) Vi=V2- ¥y ”\71”2( 1-V1)

Hence {V,, W} is an orthogonal set.
\72~V1

Observe thatv # § as otherwise we would hawe = ”\71”2\71 which would contradict{V, V,}
being linearly independent.

Hence, by Problen®5in Section 1.5, we have théi;, W} is linearly independent.
Also, by ProblentC7in Section 1.4, we have th&= Spariv,, V,} = Span{/,, W}.
Thus,{V1, W} is also a basis foP.

(b) Lety = V1 x W. Then, we have thd#,, W, Y} is an orthogonal set. Moreover, we kng O
since{Vy, W} is linearly independent. Then, by Probléifin Section 1.5, we have théi;, w, ¥}
is linearly independent.

Let X € R3. Our work with finding the nearest poifitshows us thaf’ = X + projy (X) where
e Spany/1, W}. LetF = c1V; + c,W. Then, we have that

2.y
Vi +CoW =X+ —=
e FIE
X = Cr¥1CoW - ﬁy%y

Thus,everyX € R3is a linear combination o#,, W, andy. Thus,{Vi, W, ¥} also span®® as
required.
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(c) Since{Vy,W,y)} is a basis foR®, for anyX € R3, there exists uniquéy, dy, d3 € R such that
X = d1\71 + sz_\7 + dgy
Taking the dot product of both sides with respeciimives

)?-\71:d1(\71-\71)+0

Xy
[IVal2*

X-W
w2 *

Henced; = Similarly, we getd, = andds = H)§7_\)|72

F6 (a) By definition,U @ W is a subset oR". SincelU andW are subspaces we hafle U and0 € W.
Thus,0=0+0c U® W soU & W is non-empty.

LetX,¥y € Us W andst € R. Then,X = U; + W, andy = U, + W, whered,,d, € U and
W1, Wo € W. SinceU andW are subspaces we have that

Slj1+tlj2 € Uandsvvl+tvv2 eWw
Thus,
SX +ty = (U1 +Wq) +t(Uo + Wo) = SUp +tls + W +tWo, e U W
ThereforeU @ W is a subspace d".
(b) LetXx e U W. Then,X =0 +wfor G € Uandw € W. Then we can write

U =agly + - + Uy
W=b1W1+'--+bgWg

Thus,
X = aily + - - + acly + baWy + - - - + bWy

Hence, Spaniy, ..., Uk, Wa,...,W,} = U W.
Consider
Ciliy + - + Gl + Cka1Wy + -+ + Ce Wy = O

This implies that
Crly + - + Cllk = —CeaWp — - - - — Cier e W

The vector on the left is ify and the vector on the right is . Hence, both vectors must be the
zero vector. Therefore; = --- = ¢r = 0 since{ly, ..., Uk} and{wy, ..., W,} are both linearly
independent.

F7 (a) We have

G + VI[> = [|dII* + 20 - ¥ + [IV]]?
0 — V|2 = |[dII* - 24 - V + |IV]]?

By subtraction,
1 2 1 2 _
4IICi + V| 4IIU vjF=u-v
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(b) By addition of the above expressions,
1T + V12 + ||d — VI = 2|/d]* + 2|12

(c) The vectorsi + V andd — V are the diagonal vectors of the parallelogram. Take the equation of
part (a) and divide byjd||||V|| to obtain an expression for the cosine of the angle betwiesmd
Vv, in terms of the lengths daf, V, and the diagonal vectors. The cosine is 0 if and only if the
diagonals are of equal length. In this case, the parallelogram is a rectangle.

Part (b) says that the sum of the squares of the two diagonal lengths is the sum of the squares of
the lengths of all four sides of the parallelogram. You can also see that this is true by using the
cosine law and the fact that if the angle betwéesndV is 6, then the angle at the next vertex of

the parallelogram is — 6.

F8 P, Q, andR are collinear if and only if for some scalarPQ = tPR. Thus,d - § = t(P - §), or
g=(1-t)p +tr. Then

(Bx@)+@xP)+(FxpP)=px((1-Hp +tN)+((1-)P +t) X+ X p

—tBXP+PXP-tgxP+Pxp=0

sincep x = -Fx .

F9 (a) Suppose that the skew lines are= p + standx = g + td. Then the cross-product of the two
direction vectorsi = € x d is perpendicular to both lines, so the plane throBghith normalri
contains the first line, and the plane throughvith normalr contains the second line. Since the
two planes have the same normal vector, they are parallel planes.

2] [1 -1
(b) We find thati = 0] x ll = |-5|. Thus, the equation of the plane passing throB{h 4, ?2) is
1] (3 2

—1x; — 5% + 2x3 = —17. Hence, we find that the distance from the p@(2, -3, 1) to this plane
is 32/4/30 which is the distance between the skew lines.

Copyright © 2020 Pearson Canada Inc.





